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Chapter 1

Introduction

The internet is widely used by everyone, yet we are always susceptible to risks. In network traffic there are great quantities of sensitive information, therefore it’s important that we use mechanisms to protect them. For this purpose, we need good cryptography algorithms and secure protocols too.

When dealing with communications safety, we are mostly concerned with the encryption used on the network. Encryption is important for keeping secrecy, but so is the logic of the protocols themselves.

Dolev and Yao proved in 1983 [1] that a malicious user in a network can discover the contents of communications between other users simply by eavesdropping on the exchange of messages. If the protocol itself is not safe, the dependence on solid encryption algorithms is increased even further.

We used this paper by Dolev and Yao as the basis for the logic presented here, due to its relevance in the field. We will present this model in Section 2.2.

In our research, we encountered many different approaches for the analysis of security protocols. Another expressive work is “A Logic of Authentication” by Burrows, Abadi and Needham [2]. In this article they proposed the BAN Logic, which however could hardly be considered an usual logic, due to the lack of certain classical operators on its syntax. However it’s interesting to study their methods, and we present this in more detail in Section 2.3.

Abadi has other relevant works in the field of communications security. Abadi and Rogaway consider a distinction between a formal logic approach, and an algebraic one (computational model). However they also proposed a reconciliation of the two aspects in [3]. We do not discuss this paper in more detail in this work, since our proposal consists of a formal model similar to the articles previously mentioned. An example of a computational model that we analyzed for this work is Spy-Calculus by Abadi and Gordon [4].

The general idea presented in the work of Dolev and Yao is to reason about what an intruder can extract from private communications. Considering this, we decided
to expand multi-agent epistemic logic, which are logics of knowledge and beliefs, to reason about security protocols. We further discuss epistemic logics in Section 2.1 and our own proposed system in Chapter 3.

In 1951, von Wright introduced the notion of work with modal logic to reasoning about knowledge [5]. Hintikka’s work defined a semantic to the notion of knowledge and belief [6]. With this, the area expanded in philosophy. Afterwards, fields such as computer science, artificial intelligence, linguistic realized the real potential for develop researches on epistemic logic.

Another important notion used in this project is the planning problem. It came from artificial intelligence progress, by necessity to program actions in robots and functions to evaluate every possibilities given a set of actions. Strips was a pioneer planner and was developed for the “Shakey the robot” project, designed at SRI International. Shakey was the first mobile robot controlled by artificial intelligence.

Finally, in this work we also introduce a model checker for our logic in Chapter 5. As we intend to provide this automated approach for the analysis of our logic, we considered the current state of the art in epistemic logic model checking, and also the existing implementations of authentication protocols. We decided to transcript our language into strips (Chapter 4), with which planning problems can be represented, and then we proceeded to develop our model checker. In the strips model, we are able to search across all possibilities automatically, something we further explain with the aid of examples in Section 2.4.
Chapter 2

A background of logic

In this chapter we discuss concepts of major importance, that serve as the base of our work. We present some definitions of multi-agent epistemic logic. Next, we describe the Dolev-Yao model, and introduce examples extracted from their paper which we later transcript to, and analyze in our own language. After that, we provide notions of the BAN Logic, and then introduce the operations used in planning problems.

2.1 Multi-Agents Epistemic Logic

We consider the multi-agent epistemic logic of [7–10], which is commonly named $S_5$ logic. In this logic it is possible to represent knowledge ($K$) and beliefs ($B$) of agents, and this formalization can be used for several purposes such as security protocol analysis, machine learning and game theory.

In this type of logic there exists some possible worlds where information cannot be known with certainty by some of its agents. For instance, consider a card game where the knowledge of agents is limited, and they need to work with possibilities to advance the game. Epistemic logic can formally represent all possible states and agents’ doubts and certainties.

2.1.1 Language and semantics

Definition 1 The language of multi-agent epistemic logic consists of a set $\Phi$ of countably many propositional symbols, a finite set of agents $\mathcal{A}$, boolean connectives $\neg$, $\land$ and $\rightarrow$, and a modality $K_a$ for each agent $a$. The formulas are defined as follows:

$$\varphi ::= p \mid \top \mid \neg \varphi \mid \varphi_1 \land \varphi_2 \mid \varphi_1 \rightarrow \varphi_2 \mid K_a \varphi$$

where $a \in \mathcal{A}$ and $p \in \Phi$.

We use a standard abbreviations:
• $\varphi_1 \lor \varphi_2 \equiv \neg(\neg\varphi_1 \land \neg\varphi_2)$;
• $\top \equiv \neg \bot$;
• $\varphi_1 \leftrightarrow \varphi_2 \equiv (\varphi_1 \rightarrow \varphi_2) \land (\varphi_2 \rightarrow \varphi_1)$;
• $B_a \varphi \equiv \neg K_a \neg \varphi$.

**Definition 2** A multi-agent epistemic logic frame is a tuple $\mathcal{F} = (W, \sim_a)$. where $W$ is a non-empty set of states and $\sim_a$ is a reflexive, transitive and symmetric binary relation over $W$, for each $a \in A$.

We say that model is reflexive when the states have a relation with itself (Figure 2.1(a)). Defined as:

$$\forall w \in W \rightarrow wRw$$

In transitive relation, if a state $x$ has a relation with state $y$ and $y$ has a relation with state $z$ then $x$ must have a relation with $z$ (Figure 2.1(b)). Defined as:

$$\forall w, w', w'' \in W, wRw' \land w'Rw'' \rightarrow wRw''$$

And in a model with symmetric binary we need to have a relation $(y, x)$ when we have the relation $(x, y)$ (Figure 2.1(c)). Defined as:

$$\forall w, w', wRw' \rightarrow w'Rw$$

Where $R$ is a simple relation. In Kripke model we represent the reflexive, transitive and symmetric binary relation with a simple edge (Figure 2.2).

![Diagram](image)

(a) It is a reflexive frame  
(b) It is a transitive frame  
(c) It is a symmetric frame

Figure 2.1: In this figure we have a reflexive model, a transitive model and symmetric model

![Diagram](image)

Figure 2.2: A Model with reflexive, transitive and symmetric binary relations and how we represent in Kripke model.
Definition 3 A multi-agent epistemic logic model (Kripke model) is \( M = (F, V) \). Where \( F \) is an epistemic frame and \( V \) is a valuation function \( V : \Phi \to 2^W \).

Definition 4 Given a multi-agent epistemic logic model \( M = \langle S, \sim_a, V \rangle \) and \( s \in S \), the notion of satisfaction \( M, s \models \varphi \) is defined as follows:

- \( M, s \models p \) if and only if \( s \in V(p) \)
- \( M, s \models \neg \varphi \) if and only if \( M, s \not\models \varphi \)
- \( M, s \models \varphi \land \psi \) if and only if \( M, s \models \varphi \land \psi \)
- \( M, s \models \varphi \to \psi \) if and only if \( M, s \models \varphi \) then \( M, s \models \psi \)
- \( M, s \models K_a \varphi \) if and only if for all \( s' \in W \), if \( s \sim_a s' \) then \( M, s' \models \varphi \)

2.1.2 Axiomatization

All instantiations of propositional tautologies are valid axioms. In the multi-agent epistemic logic also we have the following axioms that are valid in reflexive, transitive and symmetric frames. And the inference rules are Modus Ponens (M.P.), Universal Generalization (U.G.) and Substitution (U.B.)

1. \( K_a (\varphi \to \psi) \to (K_a \varphi \to K_a \psi) \)
2. \( K_a \varphi \to \varphi \)
3. \( K_a \varphi \to K_a K_a \varphi \)
4. \( \neg K_a \varphi \to K_a \neg K_a \varphi \)

Inference Rules

M.P. \( \varphi, \varphi \to \psi/\psi \) \quad U.G. \( \varphi / K_a \varphi \) \quad U.B. \( \varphi / \sigma \varphi \)

where \( \sigma \) is a map uniformly substituting formulas for propositional variables.

2.1.3 Example

Example 1 Consider three agents, Amy (A), Ben (B) and Carl (C), playing a card game. In this game there are three cards 0, 1 and 2. Ben gets a card with number 1, and only he sees its value. After that, Carl gets card 2 and he sees card 0 on the table. Only Carl can see the values of these two cards. Amy does not get a card, and she does not see any cards either. Next, we show the epistemic model for this situation.

The vertices represent the possible states, and edges denote the states that an agent can’t distinguish.
Here, we can infer some formulas, for example:

- $01b2c \not\models Ka1b$, which means that in state $01b2c$, it is not true that Amy knows Ben’s card is 1;
- $02b1c \models (\neg K_b1c) \land (K_b2b)$, here we say that in state $02b1c$ Ben does not know that Carl has card 1, and Ben knows card 2 is his card;
- $20b1c \models K_c1c \land K_c0b$, means that in the state $20b1c$, Carl knows that he has the card 1, and knows that Ben has card 0;
- $12b0c \models K_b(\neg0c \land \neg1c) \equiv 12b0c \models K_b(0c \lor 1c)$, this formula represents the fact that Ben knows that Carl has either card 0 or card 1.

We can see in this model that to Amy any state is possible, since she has no information to exclude any of the possibilities. In contrast, Carl has no doubts, since he has sufficient information to distinguish between all possible states. Ben, on the other hand, has some information but not enough to know exactly who has every card.
2.2 Dolev-Yao Model

Dolev and Yao’s paper \cite{1} is very important to the research of formal verification methods for security protocols. They present arguments showing that secure encryption protocols do not ensure privacy. If the logic of the communication protocol itself is not safe, a malicious user can discover contents of other users communications simply by looking at the exchange of messages.

2.2.1 Public Key Protocol

The Dolev-Yao model uses a public key protocol \cite{11,12}, where each user has two functions: $E_X$ is a public encode function and every agent in the network knows it. And $D_X$ is a decode function that only user $X$ has knowledge about. It is required that $E_X D_X = D_X E_X$, and if any user $Y$ receives $E_X(M)$, nothing about message $M$ can be extracted.

2.2.2 Examples

Example 2 In this example agent $A$ send message $M$ to agent $B$. However a malicious user $Z$ intercepts the encoded message, and forwards it to $B$ as if $Z$ were the original source.

\[ A \rightarrow (A, E_B(M), B) \rightarrow B \]

Figure 2.6: Example 2 - $A$ sends a message to $B$

\[ (A,E_B(M),B) \]
\[ Z \]
\[ (Z,E_B(M),B) \]

(a) $Z$ intercepts the message

\[ (A,E_B(M),B) \]
\[ Z \]
\[ (B,E_Z(M),Z) \]

(b) $B$ replies to $Z$

Figure 2.7: Example 2 - $Z$ intercepts the message and $B$ replies to $Z$

1. User $A$ sends a message to user $B$. [Figure 2.6]
2. Intruder Z intercepts a message sent from A to B. [Figure 2.7(a)]

3. Intruder Z sends message \((Z, E_B(M), B)\) to B. [Figure 2.7(a)]

4. B sends message \((B, E_Z(M), Z)\) to Z. [Figure 2.7(b)]

5. Intruder Z decodes \(E_Z(M)\) and obtains \(M\).

**Example 3** Agent A sends a message \(MA\) to B, and B replies with message \(M\) encoded with the key of the user provided in the encrypted message itself, which results in the message being unreadable by an intruder Z.

\[
A \rightarrow (A, E_B(MA), B) \rightarrow B
\]

Figure 2.8: Example 3 - A sends a message to B

\[
A \rightarrow \ |
\downarrow \\
(\nu, E_B(MA), B) \rightarrow \ \\
(\theta, E_B(MA), B)
\]

\(Z\)

(a) Z intercepts the message

\[
A \rightarrow \ |
\downarrow \\
(\nu, E_B(MA), B) \rightarrow \ \\
(\theta, E_A(MB), Z)
\]

\(Z\)

(b) B replies to Z

Figure 2.9: Example 3 - Z intercepts the message and B replies to Z

1. A sends message \(MA\) to B. [Figure 2.8]

2. Intruder Z intercepts the message sent from A to B. [Figure 2.9(a)]

3. Intruder Z sends message \((Z, E_B(MA), B)\) to B. [Figure 2.9(a)]

4. B sends the message \((B, E_A(MB), Z)\) to Z. [Figure 2.9(b)]

5. Intruder Z cannot decode \(E_A(MB)\) to obtain \(M\).

It can be proved that this protocol is secure against any arbitrary behaviour of the intruder.
**Example 4** Now, agent $A$ sends message $E_B(E_B(M)A)$ to $B$. And when $B$ replies, an intruder $Z$ intercepts it. $Z$ uses $E_B(M)A$ as $M'$, and sends $E_B(E_B(M')Z)$ to $A$ which leads to $Z$ eventually being able to read $M$.

$$A \rightarrow (A, E_B(E_B(M)A), B) \rightarrow B \quad B \rightarrow (B, E_A(E_A(M)B), A) \rightarrow A$$

(a) $A$ sends a message to $B$

(b) $B$ replies to $A$

Figure 2.10: Example 4 - $A$ sends a message to $B$ and $B$ replies to $A$

\[\begin{array}{c}
A \\
\hspace{1cm} | \\
\hspace{1cm} \downarrow Z \\

\begin{array}{c}
(Z, E_A(E_A(M)Z), A) \\
(B, E_A(E_A(M)B), A) \\
\end{array}
\end{array}\]

(a) $B$ replies to $A$ and $Z$ intercepts

\[\begin{array}{c}
A \\
\hspace{1cm} | \\
\hspace{1cm} \downarrow Z \\

\begin{array}{c}
(A, E_A(E_A(M)Z), A) \\
(B, E_A(E_A(M)B), A) \\
\end{array}
\end{array}\]

(b) $A$ replies to $Z$

\[\begin{array}{c}
A \\
\hspace{1cm} | \\
\hspace{1cm} \downarrow Z \\

\begin{array}{c}
(Z, E_A(E_A(M)Z), A) \\
(B, E_A(E_A(M)B), A) \\
\end{array}
\end{array}\]

(c) $Z$ replies to $A$

\[\begin{array}{c}
A \\
\hspace{1cm} | \\
\hspace{1cm} \downarrow Z \\

\begin{array}{c}
(A, E_A(E_A(M)Z), A) \\
(B, E_A(E_A(M)B), A) \\
\end{array}
\end{array}\]

(d) $A$ replies to $Z$ again

Figure 2.11: Example 4 - $B$ replies to $A$ and $Z$ intercepts. $A$ replies to $Z$. Also $Z$ replies to $A$ and $A$ replies to $Z$ again.

1. $A$ sends message $E_B(E_B(M)A)$ to $B$. [Figure 2.10(a)]

2. $B$ replies message $E_A(E_A(M)B)$ to $A$. [Figure 2.10]
3. The intruder Z intercepts the message sent from B to A. [Figure 2.11(a)]

4. Intruder Z denote $E_A(M)B$ by $M'$.

5. Intruder Z sends message $(Z, E_A(E_A(M')Z), A)$ to A. [Figure 2.11(a)]

6. A sends message $(A, E_Z(E_Z(M')A), Z)$ to Z. [Figure 2.11(b)]

7. Intruder Z decodes $E_Z(M')$ and obtains $E_A(M)$.

8. Intruder Z sends message $(Z, E_A(E_A(M)Z), A)$ to A. [Figure 2.11(c)]

9. A sends message $(A, E_Z(E_Z(M)A), Z)$ to Z. [Figure 2.11(d)]

10. Intruder Z decodes $E_Z(M)$ and obtains $M$.

2.2.3 Rules

The rules defined here are not presented on the same terms as the original paper, however they can be easily derived as well with the theory presented. Consider a set of keys $\mathcal{K} = \{K_1, \ldots\}$, and $\{M\}_K$ represents a message $M$ encrypted with key $K$.

\begin{align*}
\text{Reflexivity} & \quad M \in T \\
\frac{}{T \vdash M}
\end{align*}

\begin{align*}
\text{Encryption} & \quad T \vdash K \\
\frac{T \vdash M}{T \vdash \{M\}_K}
\end{align*}

\begin{align*}
\text{Decryption} & \quad T \vdash \{M\}_K \\
\frac{T \vdash K}{T \vdash M}
\end{align*}

\begin{align*}
\text{Pair-Composition} & \quad T \vdash M \\
\frac{T \vdash N}{T \vdash (M, N)}
\end{align*}

\begin{align*}
\text{Pair-Decomposition} & \quad T \vdash (M, N) \\
\frac{T \vdash M}{T \vdash N}
\end{align*}

2.3 BAN Logic

In another well-known article about authentication in security protocols by M. Burrows, M. Abadi e R. Needham published in 1990 [2], they proposed the BAN logic, which name derives from the authors’ initials. This is an important work in the field of authentication. It’s similar to Hoare logic and somewhat distant from usual
propositional or classical logics. In the paper they analyzed two famous protocols, Kerberos and Andrew Secure RPC Handshake. We used our proposed system to analyze these as well, and the results are presented in Appendix A.

### 2.3.1 Symbols

The symbols of the logic corresponds to the users of the network, the keys used in the protocols, and statements.

By convention, to denote different kinds of keys we use $K_{ab}$, $K_{as}$ and $K_{bs}$ for shared ones, $K_a$, $K_b$ and $K_s$ for public ones, and $K_{a}^{-1}$, $K_{b}^{-1}$ and $K_{s}^{-1}$ for secret ones. To represent specific statements we use $N_a$, $N_b$ and $N_s$. Also we typically use $A$, $B$ for specific agents and $S$ for server agent.

To range over the symbols, we frequently use $P$, $Q$ for agents and $R$, $X$, $Y$ for statements and $K$ for encryption keys.

### 2.3.2 Syntax

This syntax is quite unlike that of classical logic. For instance, the only propositional connective is the conjunction, which is denoted by a comma (,). These conjunctions respects properties such as associativity and commutativity.

To compose the syntax the system has $P$ believes $X$, $P$ sees $X$, $P$ said $X$, $P$ controls $X$ (meaning that $P$ has jurisdiction over $X$) and fresh($X$) (it is important in BAN Logic to know if a formula $X$ is fresh). We also have $P \overset{K}{\leftrightarrow} Q$, which represents that $P$ and $Q$ may use the shared key $K$ to communicate; $\overset{K}{\rightarrow}$ $P$ meaning that $P$ has $K$ as a public key; $P \overset{X}{\Rightarrow} Q$ which means that a formula $X$ is a secret known only to $P$ and $Q$; $\{X\}_K$ representing formula $X$ encrypted with the key $K$; and $\langle X \rangle_Y$ which represents the formula $X$ combined with the formula $Y$. In actual implementations, $\langle X \rangle_Y$ means $X$ is simply concatenated with the formula $Y$.

Therefore, we have the following syntax:

$$\varphi ::= P \text{ believes } X \mid P \text{ sees } X \mid P \text{ said } X \mid P \text{ controls } X \mid \text{ fresh } X$$

$$\psi ::= P \overset{K}{\leftrightarrow} Q \mid \overset{K}{\rightarrow} P \mid P \overset{X}{\Rightarrow} Q \mid \langle X \rangle_Y$$

Where $\varphi$ works with information and $\psi$ works with keys and passwords.
2.3.3 Logical Postulates

In their paper, Burrows, Abadi and Needham showed us the necessity to distinguish between what happened in past, to what’s occurring in the present. In their work, they consider that the present starts at the beginning of the protocol execution. It’s also important to keep in mind that the notion of belief is very important in BAN Logic, as it is essential to define if an user can trust an incoming message. With that in mind, we proceed to the rules introduced by them.

The three following rules are concerned with the meaning of messages. This rules represent that if \( P \) believes in key or secret authenticity and sees a information encoded with this key or secret, then \( P \) believes that \( Q \) said the information.

For shared keys

\[
\frac{P \text{ believes } Q \leftrightarrow P, \quad P \text{ sees } \{X\}_K}{P \text{ believes } Q \text{ said } X}
\]

For public keys

\[
\frac{P \text{ believes } \overset{K}{\leftrightarrow} Q, \quad P \text{ sees } \{X\}_{K^{-1}}}{P \text{ believes } Q \text{ said } X}
\]

For shared secrets

\[
\frac{P \text{ believes } Q \overset{Y}{\leftrightarrow} P, \quad P \text{ sees } \langle X \rangle_Y}{P \text{ believes } Q \text{ said } X}
\]

The following rule is concerned with whether an user has jurisdiction over some information. It expresses that if \( P \) believes that \( Q \) has jurisdiction over a information and believes in it, then \( P \) believes in this information.

\[
\frac{P \text{ believes } Q \text{ controls } X, \quad P \text{ believes } Q \text{ believes } X}{P \text{ believes } X}
\]
These rules are related to what an agent sees. This rules are equivalent pair decomposition and decoded rules.

\[
P \text{sees} (X,Y) \quad \quad P \text{sees} (X)_Y
\]

\[
P \text{sees} X
\]

\[
P \text{believes} Q \overset{\xi}{\leftrightarrow} P, \quad P \text{sees} \{X\}_K
\]

\[
P \text{sees} X
\]

\[
P \text{believes} \overset{\xi}{\rightarrow} P, \quad P \text{sees} \{X\}_K
\]

\[
P \text{sees} X
\]

\[
P \text{believes} \overset{\xi}{ightarrow} Q, \quad P \text{sees} \{X\}_{K-1}
\]

This rule determines if an information is recent. In this postulate we have that If a piece of information in a pair composition is fresh, then \( P \) believes that all pair composition is recent.

\[
P \text{believes fresh}(X)
\]

\[
P \text{believes fresh}(X,Y)
\]

2.3.4 On Quantifiers in Delegations

The following captures how jurisdiction delegation works:

\[
A \text{ believes } S \text{ controls } A \overset{\xi}{\leftrightarrow} B
\]

\[
A \text{ believes } \forall K. (S \text{ controls } A \overset{\xi}{\leftrightarrow} B)
\]

\[
A \text{ believes } \forall K. (S \text{ controls } B \text{ controls } A \overset{\xi}{\leftrightarrow} B)
\]

\[
A \text{ believes } S \text{ controls } \forall K. (B \text{ controls } A \overset{\xi}{\leftrightarrow} B)
\]
2.3.5 Example

Example 5 This is the Example 1 of Dolev and Yao’s paper written in BAN Logic notation. The example that A send a message M to B, but a intruder Z intercepts the encoded message and forwards it to B.

1. \( m_1 : A \rightarrow B : \{m\}_{KB} \)
2. \( m_2 : Z \rightarrow B : \{m\}_{KB} \)
3. \( m_3 : B \rightarrow Z : \{m\}_{KZ} \)
4. \( B \text{ believes } A \overset{KB}{\leftarrow} B \)
5. \( Z \text{ believes } B \overset{KZ}{\leftarrow} Z \)
6. \( m_4 : Z \text{ sees } \{m\}_{KB} \)
7. \( m_5 : B \text{ sees } \{m\}_{KB} \)
8. \( B \text{ sees } m \text{ (agent sees rule)} \)
9. \( m_6 : Z \text{ sees } \{m\}_{KZ} \)
10. \( Z \text{ sees } m \text{ (agent sees rule)} \)

In this example, the items beginning with \( m_x \) represent the protocol itself, that is, the sequence of messages which were exchanged. The others are inferences made with the BAN Logic syntax and its derived rules.

2.4 Planning Problem

The planning problem consists of an automated process to check if a goal is achievable, given the starting state and the defined actions. With the information acquired in the process, it’s possible to construct the possibility graph [13, 14].

This is interesting for the field of artificial intelligence because it results in a tree of possibilities given a set of actions and an initial state, with which one can find a path to reach the intended state. This can be applied in robot and games programming, for performance analysis, and in some decision making processes.
Definition 5 The classic planning problem is a tuple \( \langle S, Ac, s_0, S_G \rangle \), where \( S \) is the set of all possible states, \( Ac \) a set of actions, \( s_0 \in S \) is the initial state, and \( S_G \subseteq S \) is a set containing the possible goals.

2.4.1 Example

One of the widely known examples in planning problem is the “blocks world”. We have three blocks \( A, B \) and \( C \) sitting on a table and we want stack them in a way that the \( C \) stay in bottom and \( A \) in top. An action can only be applied to one block at a time, and an upper block is required to move, so you can move the bottom of the stack. And only one block can stay directly on top of another.

Here we have propositions to represent the table, the blocks (using a variable to distinguish each one), when a block is on another block or the table (On) and if the block has nothing on top of it (Clear). Also, the actions are move, when a block sitting on a table or another block and we move to the top of different block, and move to table.

- \( Table; \)
- \( Block(x); \)
- \( On(x, y); \)
- \( Clear(x); \)
- \( \text{Action}( Move(z, x, y), \)
  - Precondition: \( On(z, x) \land Clear(z) \land Clear(y) \land Block(z) \land Block(y) \land (z \neq x) \land (z \neq y) \land (x \neq y) \)
  - Effect: \( On(z, y) \land Clear(x) \land \neg On(z, x) \land \neg Clear(y) \) )
- \( \text{Action}( MoveToTable(z, x), \)
  - Precondition: \( On(z, x) \land Clear(z) \land Clear(Table) \land Block(z) \land Table \land (z \neq x) \)
  - Effect: \( On(z, Table) \land Clear(x) \land \neg On(z, x) \land \neg Clear(Table) \) )

It is necessary to specify an initial state and a goal, as follows:

- \( \text{Initial}( Block(A) \land Block(B) \land Block(C) \land On(A, Table) \land On(B, Table) \land On(C, Table) \land Clear(A) \land Clear(B) \land Clear(C) ) \)
- \( \text{Goal}( On(A, B) \land On(B, C) \land Clear(Table) \land Clear(Table) ) \)
2.4.2 STRIPS (Stanford Research Institute Problem Solver)

The Stanford Research Institute Problem Solver is a problem solver developed by Fikes and Nilsson in 1971 [15, 16]. The language was created with the goal of implementing efficient operators. It was developed to be a planner for the first mobile robot controlled by artificial intelligence, “Shakey the robot”.

In Strips, the problem space is formed by an initial state, a set of operator with their effects, and goal conditions. The search space is a set of all possible worlds that are transversed to locate a goal. It applies the operators which change the current state, until it reaches the goal conditions. An operator consists of a set of preconditions and effects, which can be in a delete list, or an add list.

They introduced the search strategy as a search tree formed by goal, subgoals and models generated in process. In this representation, each node has \((\langle \text{world model} \rangle, \langle \text{goal list} \rangle)\).

Example

Now we introduce a simplification of example presented by them.

In this example, we can realize the potential of this system. When the robot receives the task, he use the set of actions given to map all possibilities and analyze what the sequence of actions must be executed to achieve the goal.
Figure 2.14: Example of strips - Robot

**Initial World**

- \((\forall x \forall y \forall z)[Connects(x, y, z) \Rightarrow Connects(x, z, y)]\)
- \(Connects(Door 1, Room 1, Room 3)\)
- \(Connects(Door 2, Room 2, Room 3)\)
- \(LocInRoom(d, Room 2)\)
- \(At(Box 1, a)\)
- \(At(Box 2, b)\)
- \(AtRobot(c)\)
- \(Type(Box 1, Box)\)
- \(Type(Box 2, Box)\)
- \(Type(Door 1, Door)\)
- \(Type(Door 2, Door)\)
- \(InRoom(Box 1, Room 1)\)
- \(InRoom(Box 2, Room 1)\)
- \(InRoom(Robot, Room 1)\)
• Pushable(Box 1)

• Pushable(Box 2)

• OnFloor

Operators

• goto1(m): Robot goes to m.
  
  – Preconditions: OnFloor ∧ ∃x[InRoom(Robot, x) ∧ LocInRoom(m, x)]
  – Delete list: AtRobot(S), NextTo(Robot, S)
  – Add list: AtRobot(m)

• goto2(m): Robot goes next to object m.
  
  – Preconditions: OnFloor ∧ ∃x[InRoom(Robot, x) ∧ LocInRoom(m, x)] ∨ ∃x ∃y[InRoom(Robot, x) ∧ Connects(m, x, y)]
  – Delete list: AtRobot(S), NextTo(Robot, S)
  – Add list: NextTo(Robot, m)

• pushto(m, n): Robot pushes object m next to object n.
  
  – Preconditions: Pushable(m) ∧ OnFloor ∧ NextTo(Robot, m) ∧
    {∃x[InRoom(m, x) ∧ InRoom(n, x)] ∨ ∃x ∃y[InRoom(m, x) ∧ Connects(n, x, y)]}
  – Delete list: AtRobot(S), NextTo(Robot, S), NextTo(S, m), At(m, S), NextTo(m, S)
  – Add list: NextTo(Robot, m), NextTo(m, n), NextTo(n, m)

• gothrudoor(k, l, m): Robot goes through door k from room l into room m.
  
  – Preconditions: NextTo(Robot, k) ∧ Connects(k, l, m) ∧ InRoom(Robot, l) ∧ OnFloor
  – Delete list: AtRobot(S), NextTo(Robot, S), InRoom(Robot, S)
  – Add list: InRoom(Robot, m)

Tasks

1. Push two boxes together
• Goal: \textit{NextTo}(Box 1, Box 2)
• Strips solution: \{\textit{goto}2(Box 2), \textit{pushto}(Box 2, Box 1)\}

2. Go to a location in another room

• Goal: \textit{AtRobot}(d)
• Strips solution: \{\textit{goto}2(Door 1), \textit{gothrudoor}(Door 1, Room 1, Room 3), \textit{goto}2(Door 2), \textit{gothrudoor}(Door 2, Room 3, Room 2), \textit{goto}1(d)\}
Chapter 3

Dolev-Yao Multi-Agent Epistemic Logic

In Dolev and Yao’s model (seen in section 2.2), the focus is on reasoning about an intruder. The idea is mapping possible actions and knowledge acquired by the agents. On the other hand, epistemic logic (seen in section 2.1) can formally express what the agents know about the world. So we attempted to introduce substantial elements to better represent the information learned by an outsider during communications.

This system is an extension to the epistemic logic of knowledge and beliefs, to reason about security protocols [17]. We can use the expressive power of $S_5$ to think about users’ possibilities, and what an user can discover during communications. More importantly, what information an intruder can extract from these communications.

3.1 Language

The language is a multi-agent epistemic logic extension. Now, we have expressions beyond the propositions in the formulas. With this, we can denote keys, pair composition of information and information encoded under specific key. Also, we have the same standard abbreviations to express the $\lor$, $\bot$ and $\leftrightarrow$.

**Definition 6** The Dolev-Yao multi-agent epistemic logic language consists of an enumerable set $\Phi$ of propositional symbols, a finite set of agents $\mathcal{A}$, an enumerable set of keys $\mathcal{K} = \{k_1, \cdots\}$, boolean connectives $\neg$, $\land$ and $\to$, and a modality $K_a$ for each agent $a$. The expressions and formulas are defined as follows:

$$E ::= p \mid k \mid (E_1, E_2) \mid \{E\}_k$$

where $k \in \mathcal{K}$.

$$\varphi ::= e \mid \top \mid \neg \varphi \mid \varphi_1 \land \varphi_2 \mid \varphi_1 \to \varphi_2 \mid K_a \varphi$$
where $e \in E$ and $a \in A$.

### 3.2 Semantics

Regarding the semantics, the definitions of frame and satisfaction are the same as in standard multi-agent epistemic logics. However, three restrictions were added to the valuation function, which we found necessary for the soundness proof developed later on.

**Definition 7** A frame of Dolev-Yao multi-agent epistemic logic is a tuple $F = (W, \sim_a)$. Where $W$ is a non-empty set of states and $\sim_a$ is a reflexive, transitive and symmetric binary relation over $W$, for each $a \in A$.

**Definition 8** A Dolev-Yao multi-agent epistemic logic model is $M = (F, V)$. Where $F$ is a Dolev-Yao multi-agent epistemic frame and $V$ is a valuation function $V: E \rightarrow 2^W$ satisfying the following conditions:

1. $V(m) \cap V(k) \subseteq V(\{m\}_k)$;
2. $V(\{m\}_k) \cap V(k) \subseteq V(m)$;
3. $V(m) \cap V(n) = V((m, n))$.

**Definition 9** Given a Dolev-Yao multi-agent epistemic logic model $M = \langle S, \sim_a, V \rangle$ and $s \in S$. The notion of satisfaction $M, s \models \varphi$ is defined by:

- $M, s \vdash e$ if and only if $s \in V(e)$;
- $M, s \vdash \neg \varphi$ if and only if $M, s \not\vdash \varphi$;
- $M, s \vdash \varphi \land \psi$ if and only if $M, s \vdash \varphi$ and $M, s \vdash \psi$;
- $M, s \vdash \varphi \rightarrow \psi$ if and only if $M, s \vdash \varphi$ then $M, s \vdash \psi$;
- $M, s \vdash K_a \varphi$ if and only if for all $s' \in S$, if $s \sim_a s'$ then $M, s' \vdash \varphi$.

### 3.3 Axiomatization

In the axiomatization, we have the same axioms and inference rules as those from multi-agent epistemic logic. We have also added the three last axioms of the list below:

1. All instantiations of propositional tautologies
2. $K_a(\varphi \rightarrow \psi) \rightarrow (K_a\varphi \rightarrow K_a\psi),$

3. $K_a\varphi \rightarrow \varphi,$

4. $K_a\varphi \rightarrow K_aK_a\varphi \ (\text{+ introspection}),$

5. $\neg K_a\varphi \rightarrow K_a\neg K_a\varphi \ (\text{− introspection}),$

6. $m \land k \rightarrow \{m\}_k \ (\text{encryption}),$

7. $\{m\}_k \land k \rightarrow m \ (\text{decryption}),$

8. $m \land n \leftrightarrow (m, n) \ (\text{pair composition & decomposition}).$

**Inference Rules**

M.P. $\varphi, \varphi \rightarrow \psi / \psi$

U.G. $\varphi / K_a\varphi$

U.B. $\varphi / \sigma\varphi$

where $\sigma$ is a map uniformly substituting formulas for propositional variables.

**Lemma 1** The following formulas are theorems of $S5_{DY}$:

1. $K_a m \land K_a k \rightarrow K_a \{m\}_k,$

2. $K_a \{m\}_k \land K_a k \rightarrow K_a m,$

3. $K_a m \land K_a n \leftrightarrow K_a(m, n).$

**Proof:** This proof is straightforward from axioms 6, 7, 8, axiom 2, and inference rule U.G. and the fact that the $K_a$ distributes over the conjunction ($\not\vdash K_a(\varphi \land \psi) \leftrightarrow (K_a\varphi \land K_a\psi)$).

△

**Theorem 1** $S5_{DY}$ is sound and complete w.r.t. the class of $S5_{DY}$ models.

**Proof:** The soundness and completeness proof are in section 3.4 and section 3.5 respectively.

△

### 3.4 Soundness

Axioms 1, 2, 3, 4, 5 and inference rules are standard in multi-agent epistemic logic, so we only prove the soundness of axioms that we added in system, 6, 7, 8.

**Lemma 2** The following axioms are sound.
1. $\models m \land k \rightarrow \{m\}_k$  (encryption)

2. $\models \{m\}_k \land k \rightarrow m$  (decryption)

3. $\models m \land n \leftrightarrow (m, n)$  (pair composition & decomposition)

Proof:

1. Suppose we have a Dolev-Yao multi-agent epistemic model $M$ and a state $w$ s.t. $M, w \models m \land k$. Then we have that $M, w \models m$ and $M, w \models k$. But this is if and only if $w \in V(m)$ and $w \in V(k)$. By condition 7 of definition 8 we have that $w \in V(\{m\}_k)$ and thus $M, w \models \{m\}_k$ and $M, w \models m \land k \rightarrow \{m\}_k$.

2. (ii) and (iii) are analogous to (i), but we use condition 2 and 3 of definition 8 respectively.

\[\triangle\]

### 3.5 Completeness

Here, we have the proof of completeness of our system.

**Definition 10** Given a set of formulas $\Gamma$, we say:

1. $\Gamma$ is inconsistent if there exists a subset $\{\alpha_1, \ldots, \alpha_n\} \subseteq \Gamma$, such that $\not\models \neg(\alpha_1 \land \ldots \land \alpha_n)$. $\Gamma$ is consistent if it is not inconsistent;

2. $\Gamma$ is maximal if for any formula $\alpha$, either $\alpha \in \Gamma$, or $\neg\alpha \in \Gamma$;

3. $\Gamma$ is maximal consistent if it is both maximal and consistent. In this case, we say that $\Gamma$ is a MCS (Maximal Consistent Set).

**Proposition 1** (MCS Properties) Let $\Gamma$ be a MCS. So:

1. for all $\phi$, either $\phi \in \Gamma$, or $\neg\phi \in \Gamma$, but not both;

2. $\Gamma$ is closed under Modus Ponens: if $\phi \in \Gamma$ and $\phi \rightarrow \psi$, then $\psi \in \Gamma$;

3. $\forall\phi, \psi, \phi \lor \psi \in \Gamma$ iff either $\phi \in \Gamma$, or $\psi \in \Gamma$;

4. $\forall\phi, \psi, \phi \land \psi \in \Gamma$ iff both $\phi \in \Gamma$, and $\psi \in \Gamma$;

5. all theorems of $S5_{DY} \subseteq \Gamma$;

6. if $m \in \Gamma$ and $k \in \Gamma$, then $\{m\}_k \in \Gamma$;
7. if \( \{m\}_k \in \Gamma \) and \( k \in \Gamma \), then \( m \in \Gamma \);
8. \((m, n) \in \Gamma\) iff both \( m \in \Gamma \) and \( n \in \Gamma \).

**Proof:**

- 4 by maximality, one of them must be in \( \Gamma \);
- 3 suppose \( \psi \not\in \Gamma \), so \( \{\phi, \phi \to \psi, \neg \psi\} \subseteq \Gamma \), which is an absurd because \( \{\phi, \phi \to \psi, \neg \psi\} \) is inconsistent. Therefore \( \psi \in \Gamma \);
- 8 and 9 analogous to 3.
- 6 for all theorems \( \phi \in S_{5_{DY}}, \vdash \phi \). Suppose \( \neg \phi \in \Gamma \), as \( \Gamma \) is consistent, \( \Gamma \vdash \neg \phi \), which is a contradiction. So \( \neg \phi \not\in \Gamma \). By maximality, \( \phi \in \Gamma \). Therefore, all axioms of \( S_{5_{DY}} \subseteq \Gamma \).
- 7 and 8 follow straightforward from 3 and 9.

\( \triangle \)

**Lemma 3 (Lindenbaum’s Lemma)** For any consistent set \( \Sigma \), there is a set \( \Sigma^{+} \) such that \( \Sigma \subseteq \Sigma^{+} \) and \( \Sigma^{+} \) is a MCS.

**Proof:** Let \( \phi_0, \phi_1, \phi_2, \ldots \) be an enumeration of the formulas of our language. We define the set \( \Sigma^{+} \) as the union of a chain of consistent sets as follows:

- \( \Sigma_0 = \Sigma; \) \( \Sigma_{i+1} = \begin{cases} \Sigma_i \cup \{\phi_{i+1}\}, & \text{if it is consistent} \\ \Sigma_i \cup \{\neg \phi_{i+1}\}, & \text{otherwise} \end{cases} \)

**Claim:** \( \Sigma_k \) is consistent for all \( k \). We prove that by induction on \( k \).

**Base Case:** \( \Sigma_0 = \Sigma \) is consistent by hypothesis.

**Induction Hypothesis:** suppose that \( \Sigma_k \) is consistent.

Now, we want to show that \( \Sigma_{k+1} \) is also consistent. By construction, we have:

\[
\Sigma_{k+1} = \begin{cases} \Sigma_k \cup \{\phi_{k+1}\}, & \text{if it is consistent} \\ \Sigma_k \cup \{\neg \phi_{k+1}\}, & \text{otherwise} \end{cases}
\]

By this construction, we have directly that \( \Sigma_{k+1} \) is consistent too. Therefore, \( \Sigma_n \) is consistent for all \( n \).

- \( \Sigma^{+} = \bigcup_{i \geq 0} \Sigma_i \). Now we have to prove that \( \Sigma^{+} \) is a MCS.

\( \Sigma^{+} \) is consistent. Because otherwise some finite subset of the set \( \Sigma_i \subseteq \Sigma^{+} \) would be inconsistent, but we just proved that all \( \Sigma_i \) are consistent. So, \( \Sigma^{+} \) is consistent. (by item 7 of definition 10)
$\Sigma^+$ is maximal. Because given any formula $\phi$, either $\phi \in \Sigma_k$, or $\neg \phi \in \Sigma_k$, for some $k$. Then $\Sigma_k \subseteq \Sigma^+$. So, $\Sigma^+$ is maximal. Therefore $\Sigma^+$ is a MCS.

$\triangle$

**Definition 11 (Canonical Model)** Let $\Lambda$ be a set of formulas. The canonical model $\mathfrak{M}$ over $\Lambda$ is the triple $(W^\Lambda, \sim^\Lambda_a, V^\Lambda)$, where:

1. $W^\Lambda$ is the set of all $\Lambda$-MCS;
2. $\sim^\Lambda_a$, the canonical relation, is the binary relation on $W^\Lambda$, for each agent $a \in A$, defined by $w \sim^\Lambda_a v$ if for all formula $\psi$: $K_a \psi \in w \Rightarrow \psi \in v$.
3. $V^\Lambda$, the canonical valuation, defined as $V^\Lambda(m) = \{ w \in W^\Lambda | m \in w \}$, where $m \in E$.

$\mathfrak{F} = (W^\Lambda, \sim^\Lambda_a)$ is called the canonical frame.

**Lemma 4 (Existence Lemma)** Let $\Gamma \in W^\Lambda$ be MCS such that $B_a \phi \in \Gamma$. Then exists a MCS $\Sigma$ such that $\{ \phi | K_a \phi \in \Gamma \} \cup \{ \phi \} \subseteq \Sigma$.

**Proof:** We first prove that $\Lambda^- = \{ \phi | K_a \phi \in \Gamma \} \cup \{ \phi \}$ is consistent. Suppose that $\Lambda^-$ is inconsistent. So, for the finite subset $\varphi_1, \ldots, \varphi_n$ we have that $\neg (\varphi_1 \land \cdots \land \varphi_n \land \phi)$ is a theorem.

$\vdash^\Lambda \neg (\varphi_1 \land \cdots \land \varphi_n \land \phi)$

$\vdash^\Lambda \varphi_1 \land \cdots \land \varphi_n \rightarrow \neg \phi$, propositional tautology

$\vdash^\Lambda K_a (\varphi_1 \land \cdots \land \varphi_n \rightarrow \neg \phi)$, Universal Generalization inference rule

$\vdash^\Lambda K_a \varphi_1 \land \cdots \land K_a \varphi_n \rightarrow K_a \neg \phi$, axiom ii

By hypothesis, $K_a \varphi_1 \in \Gamma, \ldots, K_a \varphi_n \in \Gamma$, so, by property 2 of proposition 7, $K_a \neg \phi \in \Gamma$, and also, $\neg B_a \phi \in \Gamma$, which is a contradiction. Thus, $\Lambda^-$ is consistent and by lemma 3 there exists a MCS extension $\Sigma$ that extends $\Lambda^-$.

$\triangle$

**Lemma 5 (Truth Lemma)** For any formula $\phi$, $\mathfrak{M}^\Lambda, w \models e \iff e \in w$.

**Proof:** By induction on the length of $\phi$.

**Base Case:** $\mathfrak{M}^\Lambda, w \models e$, iff $w \in V^\Lambda(e)$ iff $e \in w$.

**Induction Hypothesis:** It holds for $|\phi| < n$: $\mathfrak{M}^\Lambda, w \models \phi \iff \phi \in w$.

**Booleans:** follows from the property 4 of Proposition 7.

**Knowledge Operator:**
Suppose $M^\Lambda, w \models K_a \phi$ (1) and $K_a \phi \notin w$. So, by maximality, we have that $B_a \neg \phi \in w$. So, by Lemma 4 there exists a $v$ such that $\{\phi | K_a \phi \in w\} \cup \neg \phi \subseteq v$ (2); by definition 11 $w \sim^a v$. From (1), for all $w'$, if $w \sim^a w'$ then $M^\Lambda, w' \models \phi$. By the induction hypothesis, $\phi \in w'$ for all $w'$ and in particular $\phi \in v$, which is a contradiction with (2). Thus, $K_a \phi \in w$.

$\Rightarrow$ Suppose $K_a \phi \in w$ and $M^\Lambda, w \not\models K_a \phi$, then there exists $v$ such that $w \sim^a v$ and $M^\Lambda, v \models \neg \phi$. But, by induction hypothesis $\neg \phi \in v$. By definition 11 if $w \sim^a v$, for all formula $\psi$: $K_a \psi \in w \Rightarrow \psi \in v$. So, $\phi \in v$, which is a contradiction. Thus, $M^\Lambda, w \models K_a \phi$.

\[\Delta\]

Lemma 6 The canonical model relations $\sim^a$ are reflexive, transitive and symmetric.

Proof: This follows from the definition of $\sim^a$ and this proof can be found in epistemic and modal logic literature [7–9].

\[\Delta\]

Theorem 2 The canonical model $M^{S5_{DY}}$ is a $S5_{DY}$ models.

Proof: First we prove that $M^{S5_{DY}}$ satisfies the conditions 1, 2 and 3 of definition 8.

- Suppose we have $w \in V(m) \cap V(k)$ for a generic state $w \in W_{S5_{DY}}$. So, we have that $w \in V(m)$ and $w \in V(k)$. Also, $M^{S5_{DY}}, w \models m$ and $M^{S5_{DY}}, w \models k$, which entails $M^{S5_{DY}}, w \models m \land k$. Using axiom 6, $M^{S5_{DY}}, w \models \{m\}_k$. By the Truth Lemma (Lemma 5), we have that $\{m\}_k \in w$, that is, $w \in V(\{m\}_k)$. Thus $V(m) \cap V(k) \subseteq V(\{m\}_k)$ (condition 3 of definition 8).

- The proofs of conditions 2 and 3 of definition 8 are analogous to the above proof, but we use axioms 7 and 8 instead of b respectively. Together with Lemma , we are done.

\[\Delta\]

Theorem 3 - Completeness Let $\Sigma$ be a consistent set of formulas. Then, $\Sigma$ is satisfiable.

Proof: By the Existence Lemma (Lemma 4), there exists a MCS $\Sigma^+$, such that $\Sigma \subseteq \Sigma^+$ and by the Truth Lemma (Lemma 5), $M, \Sigma^+ \models \Sigma$.

\[\Delta\]
3.6 Examples

Example 6 We recover the first example (example 2) from the original paper by Dolev and Yao. The example that the agent A send a message M to agent B, but a malicious user Z intercepts the encoded message and forwards it to B. We have three agents A, B and Z. We assume that $K_{XY} = K_{YX}$ for all agents $X$ and $Y$.

0. $KB_0 = \{K_Ak_{AB}, K_Bk_{AB}, K_Bk_{BZ}, K_Zk_{BZ}, K_Am\}$ initial knowledge

1. $KB_1 := KB_0 \cup K_Z\{m\}k_{AB}$

2. $KB_2 := KB_1 \cup K_B\{m\}k_{AB}$

3. $KB_3 := KB_2 \cup K_Z\{m\}k_{BZ}$

The intruder Z knows M

Example 7 We recover the second example (example 3) from the original paper by Dolev and Yao. A sends a message $Mk_{AB}$ to B, and B replies to the intruder with the same message encrypted with the key that was encoded with the message. Again, we assume that $K_{XY} = K_{YX}$ for all agents $X$ and $Y$.

0. $KB_0 = \{K_Ak_{AB}, K_Bk_{AB}, K_Bk_{BZ}, K_Zk_{BZ}, K_Am\}$ initial knowledge

$KB_0 \vdash K_A(k_{AB}, m)$ L1.3
Example 8 We recover the third example (example 4) from the original paper by Dolev and Yao. A sends a message \(\{M\}_{k_{AB}}, k_{AB}\) to B and B replies, but the intruder intercepts the message and starts communicating directly with A. Again, we assume that \(K_{XY} = K_{YX}\) for all agents X and Y.

0. \(KB_0 = \{K_A k_{AB}, K_A k_{AZ}, K_B k_{AB}, K_Z k_{AZ}, K_A m\}\) initial knowledge

\[
KB_0 \vdash K_A \{m\}_{k_{AB}}
\]  
\(L1.1\)

\[
KB_0 \vdash K_A (k_{AB}, \{m\}_{k_{AB}})
\]  
\(L1.3\)

\[
KB_0 \vdash K_A \{(k_{AB}, \{m\}_{k_{AB}})\}_{k_{AB}}
\]  
\(L1.1\)

\[
\text{send}_{AB}(\{(k_{AB}, \{m\}_{k_{AB}})\}_{k_{AB}})
\]

1. \(KB_1 := KB_0 \cup KB \{(k_{AB}, \{m\}_{k_{AB}})\}_{k_{AB}}\)

\[
KB(k_{AB}, \{m\}_{k_{AB}})
\]  
\(L1.2\)
$K_B \{m\}_{k_{AB}}$  

$L1.3$

$K_B m$  

$L1.2$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$

$L1.1$
$K_Z\{m\}_{k_{AB}}$ \hspace{1cm} L1.3

$K_Z\{(k_{AZ}, \{m\}_{k_{AB}})\}_{k_{AZ}}$ \hspace{1cm} L1.1

\[send_{ZA}((k_{AZ}, \{m\}_{k_{AB}}))_{k_{AZ}}\]

5. $KB_5 := KB_4 \cup K_A\{(k_{AZ}, \{m\}_{k_{AB}})\}_{k_{AZ}}$

$K_A\{(k_{AZ}, \{m\}_{k_{AB}})\}$ \hspace{1cm} L1.2

$K_A\{m\}_{k_{AB}}$ \hspace{1cm} L1.3

$K_A m$ \hspace{1cm} L1.2

$K_A\{(k_{AZ}, \{m\}_{k_{AZ}})\}_{k_{AZ}}$ \hspace{1cm} L1.1

\[send_{AZ}((k_{AZ}, \{m\}_{k_{AZ}}))_{k_{AZ}}\]

6. $KB_6 := KB_5 \cup K_Z\{(k_{AZ}, \{m\}_{k_{AZ}})\}_{k_{AZ}}$

$K_Z\{(k_{AZ}, \{m\}_{k_{AZ}})\}$ \hspace{1cm} L1.2

$K_Z \{m\}_{k_{AZ}}$ \hspace{1cm} L1.3

$K_Z m$ \hspace{1cm} L1.2

*Intruder Z knows M*
Chapter 4

Strips Dolev-Yao

One interesting aspect of our work, is that a model checker was developed. We decided to use the Strips system, since it is a new approach to be explored in this particular line of work. It allows all the actions included in the language.

With this, we transcripted our logic into the Strips language. We managed to also include some additional actions in our system which are only at a meta-level. In this case, however, some restrictions were added to avoid some possible branches which are not interesting for our analysis.

4.1 Language

In this section we present our Strips Dolev-Yao language. It has propositions, that represent the agents’ knowledge and the actions already happened. Also, the protocol actions that are formed by specific preconditions and effects. This actions express possibilities in communication. We have send, receive, intercept, encryption (enc), decryption (dec), pair composition (conc) and pair decomposition (dconc). In our system only “add” effects are modelled without negation in proposition, since there’s no loss of knowledge.

Propositions:

- \( \text{knows}(x, i) \)
- \( \text{sent}(i, x_1, x_2) \)
- \( \text{intercept}(x_3, i, x_1, x_2) \)
- \( \text{received}(i, x_2, x_1) \)

Actions:

\( \text{send}(i, x_1, x_2) \)
Precondition: $knows(x_1, i)$  
Effect: $sent(i, x_1, x_2) \land \neg intercepted(x_3, i, x_1, x_2) \land \neg received(i, x_2, x_1)$

receive($i, x_2, x_1$)  
Precondition: $sent(i, x_1, x_2) \land \neg intercepted(x_3, i, x_1, x_2)$  
Effect: $+ (knows(x_2, i) \land received(i, x_2, x_1))$  
$- (\neg received(i, x_2, x_1))$

intercept($x_3, i, x_1, x_2$)  
Precondition: $sent(i, x_1, x_2) \land \neg received(i, x_2, x_1)$  
Effect: $+ (knows(x_3, i) \land intercepted(x_3, i, x_1, x_2))$  
$- (\neg intercepted(x_3, i, x_1, x_2))$

$enc(x, m, k_x)$  
Precondition: $knows(x, m) \land knows(x, k_x)$  
Effect: $knows(x, \{m\}_{k_x})$

dec($x, \{m\}_{k_x}$)  
Precondition: $knows(x, \{m\}_{k_x}) \land knows(x, k_x)$  
Effect: $knows(x, m)$

$conc(x, m, n)$  
Precondition: $knows(x, m) \land knows(x, n)$  
Effect: $knows(x, (m, n))$

dconc($x, (m, n)$)  
Precondition: $knows(x, (m, n))$  
Effect: $knows(x, m) \land knows(x, n)$

### 4.2 Examples

In this section, we translate some of the previous examples into the Strips language.

**Example 9** Returning to the first Dolev and Yao’s example. Agent $A$ sends a message $M$ to agent $B$. However a intruder $Z$ and forwards it to $B$.  


knows(A, m), knows(A, k_{AB}), knows(B, k_{AB}), knows(B, k_{BZ}), knows(Z, k_{BZ})

\[
\begin{align*}
&\text{enc}(A, m, k_{AB}) \\
&+ \text{knows}(A, \{m\} k_{AB}) \\
&\text{send}(\{m\} k_{AB}, A, B) \\
&+ \text{sent}(\{m\} k_{AB}, A, B)
\end{align*}
\]

+ ¬intercepted(Z, \{m\} k_{AB}, A, B)

+ ¬received(\{m\} k_{AB}, B, A)

\[
\begin{align*}
&\text{intercept}(Z, \{m\} k_{AB}, A, B) \\
&+ \text{knows}(Z, \{m\} k_{AB})
\end{align*}
\]

+ intercepted(Z, \{m\} k_{AB}, A, B)

− intercepted(Z, \{m\} k_{AB}, A, B)

\[
\begin{align*}
&\text{send}(\{m\} k_{AB}, B, Z) \\
&+ \text{sent}(\{m\} k_{AB}, B, Z)
\end{align*}
\]

+ ¬intercepted(A, \{m\} k_{AB}, Z, B)

− intercepted(A, \{m\} k_{AB}, Z, B)

\[
\begin{align*}
&\text{receive}(\{m\} k_{AB}, B, Z) \\
&+ \text{knows}(B, \{m\} k_{AB})
\end{align*}
\]

+ received(\{m\} k_{AB}, B, Z)

− received(\{m\} k_{AB}, B, Z)

\[
\begin{align*}
&\text{dec}(B, \{m\} k_{AB}) \\
&+ \text{knows}(B, m)
\end{align*}
\]

\[
\begin{align*}
&\text{enc}(B, m, k_{BZ}) \\
&+ \text{knows}(B, \{m\} k_{BZ}) \\
&\text{send}(\{m\} k_{BZ}, B, Z) \\
&+ \text{sent}(\{m\} k_{BZ}, B, Z)
\end{align*}
\]

+ ¬intercepted(A, \{m\} k_{BZ}, B, Z)

\[
\begin{align*}
&\text{receive}(\{m\} k_{BZ}, B, Z) \\
&+ \text{sent}(\{m\} k_{BZ}, B, Z)
\end{align*}
\]

− intercepted(Z, \{m\} k_{BZ}, A, B)

− received(\{m\} k_{BZ}, B, A)

\[
\begin{align*}
&\text{intercept}(Z, \{m\} k_{BZ}, A, B) \\
&+ \text{knows}(Z, \{m\} k_{BZ})
\end{align*}
\]

+ intercepted(Z, \{m\} k_{BZ}, A, B)

− intercepted(Z, \{m\} k_{BZ}, A, B)

\[
\begin{align*}
&\text{send}(\{m\} k_{BZ}, Z, B) \\
&+ \text{sent}(\{m\} k_{BZ}, Z, B)
\end{align*}
\]

− intercepted(Z, \{m\} k_{BZ}, A, B)

− intercepted(Z, \{m\} k_{BZ}, A, B)

\[
\begin{align*}
&\text{receive}(\{m\} k_{BZ}, Z, B) \\
&+ \text{sent}(\{m\} k_{BZ}, Z, B)
\end{align*}
\]

+ received(\{m\} k_{BZ}, B, Z)

− received(\{m\} k_{BZ}, B, Z)

\[
\begin{align*}
&\text{dec}(B, \{m\} k_{BZ}) \\
&+ \text{knows}(B, m)
\end{align*}
\]

\[
\begin{align*}
&\text{enc}(B, m, k_{BZ}) \\
&+ \text{knows}(B, \{m\} k_{BZ}) \\
&\text{send}(\{m\} k_{BZ}, B, Z) \\
&+ \text{sent}(\{m\} k_{BZ}, B, Z)
\end{align*}
\]

+ ¬intercepted(A, \{m\} k_{BZ}, B, Z)

\[
\begin{align*}
&\text{receive}(\{m\} k_{BZ}, B, Z) \\
&+ \text{sent}(\{m\} k_{BZ}, B, Z)
\end{align*}
\]

− intercepted(Z, \{m\} k_{BZ}, A, B)

− intercepted(Z, \{m\} k_{BZ}, A, B)

\[
\begin{align*}
&\text{intercept}(Z, \{m\} k_{BZ}, A, B) \\
&+ \text{knows}(Z, \{m\} k_{BZ})
\end{align*}
\]

+ intercepted(Z, \{m\} k_{BZ}, A, B)

− intercepted(Z, \{m\} k_{BZ}, A, B)

\[
\begin{align*}
&\text{send}(\{m\} k_{BZ}, Z, B) \\
&+ \text{sent}(\{m\} k_{BZ}, Z, B)
\end{align*}
\]

− intercepted(Z, \{m\} k_{BZ}, A, B)

− intercepted(Z, \{m\} k_{BZ}, A, B)

\[
\begin{align*}
&\text{receive}(\{m\} k_{BZ}, Z, B) \\
&+ \text{sent}(\{m\} k_{BZ}, Z, B)
\end{align*}
\]

+ received(\{m\} k_{BZ}, B, Z)

− received(\{m\} k_{BZ}, B, Z)

\[
\begin{align*}
&\text{dec}(B, \{m\} k_{BZ}) \\
&+ \text{knows}(B, m)
\end{align*}
\]

\[
\begin{align*}
&\text{enc}(B, m, k_{BZ}) \\
&+ \text{knows}(B, \{m\} k_{BZ}) \\
&\text{send}(\{m\} k_{BZ}, B, Z) \\
&+ \text{sent}(\{m\} k_{BZ}, B, Z)
\end{align*}
\]

+ ¬intercepted(A, \{m\} k_{BZ}, B, Z)

\[
\begin{align*}
&\text{receive}(\{m\} k_{BZ}, B, Z) \\
&+ \text{sent}(\{m\} k_{BZ}, B, Z)
\end{align*}
\]

− intercepted(Z, \{m\} k_{BZ}, A, B)

− intercepted(Z, \{m\} k_{BZ}, A, B)

\[
\begin{align*}
&\text{intercept}(Z, \{m\} k_{BZ}, A, B) \\
&+ \text{knows}(Z, \{m\} k_{BZ})
\end{align*}
\]

+ intercepted(Z, \{m\} k_{BZ}, A, B)

− intercepted(Z, \{m\} k_{BZ}, A, B)

\[
\begin{align*}
&\text{send}(\{m\} k_{BZ}, Z, B) \\
&+ \text{sent}(\{m\} k_{BZ}, Z, B)
\end{align*}
\]

− intercepted(Z, \{m\} k_{BZ}, A, B)

− intercepted(Z, \{m\} k_{BZ}, A, B)

\[
\begin{align*}
&\text{receive}(\{m\} k_{BZ}, Z, B) \\
&+ \text{sent}(\{m\} k_{BZ}, Z, B)
\end{align*}
\]

+ received(\{m\} k_{BZ}, B, Z)

− received(\{m\} k_{BZ}, B, Z)

\[
\begin{align*}
&\text{dec}(B, \{m\} k_{BZ}) \\
&+ \text{knows}(B, m)
\end{align*}
\]

\[
\begin{align*}
&\text{enc}(B, m, k_{BZ}) \\
&+ \text{knows}(B, \{m\} k_{BZ}) \\
&\text{send}(\{m\} k_{BZ}, B, Z) \\
&+ \text{sent}(\{m\} k_{BZ}, B, Z)
\end{align*}
\]

+ ¬intercepted(A, \{m\} k_{BZ}, B, Z)
Example 10 Returning to the second Dolev and Yao’s example. A sends a message $M_{k_{AB}}$ to $B$, and $B$ replies to $Z$ with the same message encrypted with the key that was encoded with the message.

$$\text{knows}(A, m), \text{knows}(A, k_{AB}), \text{knows}(B, k_{AB}), \text{knows}(B, k_{BZ}), \text{knows}(Z, k_{BZ})$$

$$\text{conc}(A, m, k_{AB}) \downarrow$$

$$\text{enc}(A, (m, k_{AB}), k_{AB}) \downarrow$$

$$\text{send}((m, k_{AB})k_{AB}, A, B) \downarrow$$

$$\text{+sent}((m, k_{AB})k_{AB}, A, B)$$

$$\text{+intercepted}(Z, (m, k_{AB})k_{AB}, A, B)$$
$\neg received(\{(m, k_{AB})\}_{k_{AB}}, B, Z) \quad receive(\{(m, k_{AB})\}_{k_{AB}}, B, Z) \\
+ knows(B, \{(m, k_{AB})\}_{k_{AB}})$

$+ received(\{(m, k_{AB})\}_{k_{AB}}, B, Z) \\
\neg received(\{(m, k_{AB})\}_{k_{AB}}, B, Z) \\
dec(B, \{(m, k_{AB})\}_{k_{AB}}) \\
+ knows(B, (m, k_{AB})$ $dec(B, (m, k_{AB})) \\
+ knows(B, m)) \\
+ knows(B, K_{AB}) \\
conc(B, m, k_{AB}) \\
+ knows(B, (m, k_{AB})) \\
enc(B, (m, k_{AB}), k_{AB}) \\
+ knows(B, \{(m, k_{AB})\}_{k_{AB}}) \\
send(\{(m, k_{AB})\}_{k_{AB}}, B, Z) \\
+ sent(\{(m, k_{AB})\}_{k_{AB}}, B, Z)$

$\neg intercepted(A, \{(m, k_{AB})\}_{k_{AB}}, B, Z)$

$+\neg received(\{(m, k_{AB})\}_{k_{AB}}, Z, B) \quad receive(\{(m, k_{AB})\}_{k_{AB}}, Z, B) \\
+ knows(Z, \{(m, k_{AB})\}_{k_{AB}})$

$+ received(\{(m, k_{AB})\}_{k_{AB}}, Z, B) \\
\neg received(\{(m, k_{AB})\}_{k_{AB}}, Z, B)$

**Example 11** Returning to the third Dolev and Yao's example. A sends a message $(M)_{k_{AB}}$, $k_{AB}$ to B and B replies, but Z intercepts the message and starts communicating directly with A.
knows(A, m), knows(A, k_{AB}), knows(A, k_{AZ}), knows(B, k_{AB}), knows(Z, k_{AZ})

\[ \text{enc}(A, m, k_{AB}) \]
\[ + \text{knows}(A, \{m\}_{k_{AB}}) \]
\[ \text{conc}(A, \{m\}_{k_{AB}}, k_{AB}) \]
\[ + \text{knows}(A, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ \text{enc}(A, \{(m)_{k_{AB}}, k_{AB}\}, k_{AB}) \]
\[ + \text{knows}(A, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ \text{send}(\{(m)_{k_{AB}}, k_{AB}\}, k_{AB}, A, B) \]
\[ + \text{sent}(\{(m)_{k_{AB}}, k_{AB}\}, k_{AB}, A, B) \]
\[ + \text{¬intercepted}(Z, \{(m)_{k_{AB}}, k_{AB}\}, k_{AB}, A, B) \]

\[ \text{receive}(\{(m)_{k_{AB}}, k_{AB}\}, k_{AB}, A, B) \]
\[ + \text{knows}(B, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ + \text{received}(\{(m)_{k_{AB}}, k_{AB}\}, k_{AB}, A, B) \]
\[ \text{dec}(B, \{(m)_{k_{AB}}, k_{AB}\}, k_{AB}) \]
\[ + \text{knows}(B, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ \text{dec}(B, \{(m)_{k_{AB}}, k_{AB}\}, k_{AB}) \]
\[ + \text{knows}(B, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ \text{dconc}(B, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ + \text{knows}(B, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ \text{dec}(B, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ + \text{knows}(B, \{m\}_{k_{AB}}) \]
\[ \text{enc}(B, \{m\}_{k_{AB}}, k_{AB}) \]
\[ + \text{knows}(B, \{m\}_{k_{AB}}) \]
\[ \text{conc}(B, \{m\}_{k_{AB}}, k_{AB}) \]
\[ + \text{knows}(A, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ \text{enc}(B, \{(m)_{k_{AB}}, k_{AB}\}, k_{AB}) \]
\[ + \text{knows}(B, \{(m)_{k_{AB}}, k_{AB}\}) \]
\[ \text{send}(\{(m)_{k_{AB}}, k_{AB}\}, k_{AB}, A, B) \]
\[ + \text{sent}(\{(m)_{k_{AB}}, k_{AB}\}, k_{AB}, B, A) \]
\[ + \text{¬intercepted}(Z, \{(m)_{k_{AB}}, k_{AB}\}, k_{AB}, B, A) \]

36
\[+\neg{\text{received}}\big(\big\{\big\{m\big\}_{AB}, k_{AB}\big\}_{k_{AB}}\big), A, B\big)\]
\[\text{intercept}(Z, \big(\big\{\big\{m\big\}_{AB}, k_{AB}\big\}_{k_{AB}}\big), A, B)\big)\]
\[+\text{knows}(Z, \big(\big\{\big\{m\big\}_{AB}, k_{AB}\big\}_{k_{AB}}\big), A, B)\big)\]
\[\neg\text{intercepted}(Z, \big(\big\{\big\{m\big\}_{AB}, k_{AB}\big\}_{k_{AB}}\big), A, B)\big)\]
\[\text{conc}(Z, \big(\big\{\big\{m\big\}_{AB}, k_{AB}\big\}_{k_{AB}}\big), A, B)\big)\]
\[+\text{knows}(Z, \big(\big\{\big\{m\big\}_{AB}, k_{AB}\big\}_{k_{AB}}\big), k_{AZ})\big)\]
\[\text{enc}(Z, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}, k_{AZ})\big)\]
\[+\text{knows}(Z, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[\text{send}(\big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}, k_{AZ})\big), Z, A)\big)\]
\[+\neg\text{intercepted}(B, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}, k_{AZ})\big), k_{AZ}, Z, A)\big)\]
\[+\neg\text{received}(\big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}, k_{AZ})\big), k_{AZ}, Z, A)\big)\]
\[\text{receive}(\big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}, k_{AZ})\big), Z, A)\big)\]
\[+\text{knows}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[\neg\text{received}(\big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}, k_{AZ})\big), A, Z)\big)\]
\[\text{dec}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[+\text{knows}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), A, Z)\big)\]
\[\text{dec}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[+\text{knows}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[\text{enc}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[+\text{knows}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[\text{conc}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[+\text{knows}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[\text{enc}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[+\text{knows}(A, \big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}\big), k_{AZ})\big)\]
\[\text{send}(\big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}, k_{AZ})\big), A, Z)\big)\]
\[+\text{sent}(\big(\big\{\big\{m\big\}_{AB}, k_{AZ}\big\}_{k_{AZ}}, k_{AZ})\big), A, Z)\big)\]
\[ \neg \text{intercepted}(B, \{(\{m\}_{k_{AB}}, k_{AB})\}_{k_{AZ}}, k_{AZ}, A, Z) \]

\[ \neg \text{received}(\{(\{m\}_{k_{AB}}, k_{AB})\}_{k_{AZ}}, k_{AZ}, Z, A) \]
\[ \text{receive}(\{(\{m\}_{k_{AB}}, k_{AB})\}_{k_{AZ}}, k_{AZ}, Z, A) \]
\[ + \text{knows}(Z, \{(\{m\}_{k_{AB}}, k_{AB})\}_{k_{AZ}}, k_{AZ}) \]

\[ \text{enc}(Z, (\{m\}_{K_{AZ}}), k_{AZ}, k_{AZ}) \]
\[ + \text{sent}(\{(\{m\}_{k_{AB}}, k_{AZ})\}_{k_{AZ}}, k_{AZ}, Z, A) \]

\[ + \text{intercepted}(B, \{(\{m\}_{k_{AB}}, k_{AB})\}_{k_{AZ}}, k_{AZ}, A, Z) \]

\[ \neg \text{received}(\{(\{m\}_{k_{AB}}, k_{AB})\}_{k_{AZ}}, k_{AZ}, A, Z) \]
\[ \text{receive}(\{(\{m\}_{k_{AB}}, k_{AB})\}_{k_{AZ}}, k_{AZ}, A, Z) \]
\[ + \text{knows}(A, \{(\{m\}_{k_{AB}}, k_{AZ})\}_{k_{AZ}}) \]
\[ + \text{received}(\{(\{m\}_{k_{AB}}, k_{AZ})\}_{k_{AZ}}, A, Z) \]
\[
\begin{aligned}
&\neg\text{received}(\{(m)_{k_{AB}, k_{AZ}}\})_{k_{AZ}, A, Z} \\
&\quad\downarrow \quad \downarrow \\
&\text{dec}(A, \{(m)_{k_{AB}, k_{AZ}}\})_{k_{AZ}} \\
&\quad+\text{knows}(A, \{(m)_{k_{AB}, k_{AZ}}\}) \\
&\quad\downarrow \quad \downarrow \\
&\text{dconc}(A, (m)_{k_{AB}, k_{AZ}})_{k_{AZ}} \\
&\quad+\text{knows}(A, \{m\}_{k_{AB}})
\end{aligned}
\]

\[
\begin{aligned}
&+\text{knows}(A, K_{AZ}) \\
&\quad\downarrow \quad \downarrow \\
&\text{dec}(A, \{m\}_{k_{AB}})_{k_{AZ}} \\
&\quad+\text{knows}(A, m) \\
&\quad\downarrow \quad \downarrow \\
&\text{enc}(A, m)_{k_{AZ}} \\
&\quad+\text{knows}(A, \{m\}_{k_{AZ}}) \\
&\quad\downarrow \quad \downarrow \\
&\text{conc}(A, \{m\}_{k_{AZ}, k_{AZ}})_{k_{AZ}} \\
&\quad+\text{knows}(A, \{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}} \\
&\quad\downarrow \quad \downarrow \\
&\text{enc}(A, \{(m)_{k_{AZ}, k_{AZ}}\}_{k_{AZ}}, k_{AZ})_{k_{AZ}} \\
&\quad+\text{knows}(A, \{\{(m)_{k_{AZ}, k_{AZ}}\}_{k_{AZ}}\})_{k_{AZ}} \\
&\quad\downarrow \quad \downarrow \\
&\text{send}(\{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}, A, Z} \\
&\quad+\text{sent}(\{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}, A, Z}) \\
&\quad+\neg\text{intercepted}(B, \{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}, A, Z)
\end{aligned}
\]

\[
\begin{aligned}
&\neg\text{received}(\{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}, Z, A) \\
&\quad\downarrow \quad \downarrow \\
&\text{receive}(\{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}, Z, A} \\
&\quad+\text{knows}(Z, \{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}} \\
&\quad+\text{received}(\{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}, Z, A}) \\
&\neg\text{received}(\{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}, Z, A) \\
&\quad\downarrow \quad \downarrow \\
&\text{dec}(Z, \{(m)_{k_{AZ}, k_{AZ}}\})_{k_{AZ}}) \\
&\quad+\text{knows}(Z, \{(m)_{k_{AZ}, k_{AZ}}\}) \\
&\quad\downarrow \quad \downarrow \\
&\text{dconc}(Z, \{(m)_{k_{AZ}, k_{AZ}}\})}) \\
&\quad+\text{knows}(Z, \{m\}_{k_{AZ}}) \\
&\quad\downarrow \quad \downarrow \\
&\text{dec}(Z, \{m\}_{k_{AZ}}) \\
&\quad+\text{knows}(Z, m)
\end{aligned}
\]
Chapter 5

Planner

The language we decided to use to implement our Strips Dolev-Yao model checker was Python 2.

In this process we faced some obstacles, since standard Strips considers every possibility, whereas for our analysis only certain paths are really interesting. These other paths are acceptable if you only look at an action level, but they do not make sense during the protocol execution. For instance, it’s not normal for an agent to send a message directly to the intruder in the first step.

And at the action construction level, other difficulties arised due to protocol variety. Since protocol restrictions have to be considered in the definitions of the actions, for each different protocol different conditions have to be a part of these actions’ implementations.

5.1 Implementation

The code is divided into several parts. We begin with the main function. This fragment receives all information, classes and other functions, and joins all of the aspects of the work, returning the final result.

Then we have the predicates. These are a set of classes, with a class for each predicate existing in the system. They are a part of the effects and the preconditions of the actions.

And finally the actions themselves, which are another set of classes implementing all possible actions of the protocol. Since each protocol has different requirements, we also have to adjust certain conditions in the code.

Now, we show some parts of the code, with examples of a predicate and an action.

Listing 5.1: The implementation of predicate knows

```python
class Knows(object):
```
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def __init__(self, x, info):
    self.x = x
    self.info = info

def listar(self):
    if (type(self.info) is Key) or
        (type(self.info) is Encoded):
        return ['knows', self.x,
                self.info.listar()]
    else:
        return ['knows', self.x,
                self.info]

Listing 5.2: The implementation of action send

class Send(object):
    def precond(self):
        global agents
        global messages
        global knowledge
        global actions

        for agent1 in agents:
            for agent2 in agents:
                if agent1 != agent2:
                    for agent3 in agents:
                        for agent4 in agents:
                            for message in messages:
                                key = Key(agent3, agent4)
                                enc = Encoded(message, key)
                                if Knows(agent1, enc).listar() in knowledge and
                                   not(Sent(enc, agent1, agent2).listar() in
                                      actions):
                                    if ((agent2 == enc.key.x1) or (agent2 ==
                                        enc.key.x2)) or (Received(enc, agent1,
                                            agent2).listar() in actions):
                                        return [True, Sent(enc, agent1, agent2).listar()]

41
return [False]

def action(self):
    global agents
    global messages
    global knowledge
    global actions

    for agent1 in agents:
        for agent2 in agents:
            if agent1 != agent2:
                for agent3 in agents:
                    for agent4 in agents:
                        for message in messages:
                            key = Key(agent3, agent4)
                            enc = Encoded(message, key)
                            if Knows(agent1, enc).listar() in knowledge:
                                if ((agent2 == enc.key.x1) or (agent2 ==
                                    enc.key.x2)) or (Received(enc, agent1,
                                    agent2).listar() in actions):
                                    actions.append(Sent(enc, agent1,
                                            agent2).listar())

5.2 Execution

The results shown after an execution are composed of the evolution of the base knowledge, and booleans which are true when a goal was reached in the path, and false otherwise.

If a true value is returned, it means that it is possible to achieve a goal in one of the paths, and therefore the protocol is not secure.

Figures 5.1 and 5.2 show the results received after running the examples 2 and 3 respectively.
Figure 5.1: Execution of the first Dolev and Yao example

Figure 5.2: Execution of the second Dolev and Yao example
Chapter 6

Final remarks and future works

In this work, we have defined our extension to the traditional multi-agent epistemic logic, and then transcripted our logic into the Strips language. We have done so, so that in the next step our model checker could be described and implemented.

The results obtained via our implementation were sound with respect to the logic definitions and rules. At first, our goal was to extend the logic language itself with actions, but since our focus lies on model checking, we have quickly realized that a Strips language would be more suitable for this kind of application.

6.1 Future works

We have outlined some other ways in which our “add” actions can be further developed in the future. In dynamic epistemic logics, it is easier to see the changes in kripke models that result from actions happening. It’s also possible to see the changes graphically.

Another system to be considered is propositional dynamic logic. The main issue with this language is writing down the actual steps taken. While it’s reasonably easy to implement, it’s hard to keep track of the evolution on a step-by-step basis. Therefore, a possible future work extension is to find a way to make this kind of system more usable in practice.

Beyond the actions models, we outlined an extension based on Simon Kramer’s article [18]. In his work, he makes a distinction between two types of knowledge, named de re and de dicto. The Knowledge de dicto is the standard knowledge of epistemic logic and represents knows that it is the case that. Also, the knowledge de re denotes that the agent knows the content of some information.

Another possibility to extend this work is to improve the model checker implementation, by allowing restriction inputs at a higher level language, and have it automatically translate it to serve as input for the algorithm.
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Appendix A

Protocols

In this appendix, we present two protocols used as examples in the original BAN Logic paper [2]. We used our logic to authenticate them too. First, we show the protocol, and then the analysis with our system.

A.1 The Kerberos Protocol's analysis

A.1.1 The protocol

Message 1. \( A \rightarrow S : A, B; \)
Message 2. \( S \rightarrow A : \{T_s, L, K_{ab}, B, \{T_s, L, K_{ab}, A\}K_{ba}\}K_{as}; \)
Message 3. \( A \rightarrow B : \{T_s, L, K_{ab}, A\}K_{ba}, \{A, T_a\}K_{ab}; \)
Message 4. \( B \rightarrow A : \{T_a + 1\}K_{ab}. \)

A.1.2 The analysis

0. \( KB_0 = \{K_A, A, K_B, k_{AS}, K_A k_{BS}, K_A T_A, K_B k_{BS}, \) \( \} \)

\[ KB_T, K_Z k_{zs}, K_Z T_Z, K_Z Z \] \textit{initial knowledge}

\[ \text{send}_{SA}((T_s, L, k_{AB}, B, (T_s, L, k_{AB}, A))k_{BS}))k_{AS} \]

1. \( KB_1 := KB_0 \cup K_A\{(T_s, L, k_{AB}, B, \{T_s, L, k_{AB}, A\}k_{BS}))k_{AS} \)
\[ K_A(T_S, L, k_{AB}, B, \{T_S, L, k_{AB}, A\}_{k_{BS}}) \]

\[ K_A(T_S, L, k_{AB}, A)_{k_{BS}} \]

\[ K_A(A, T_A) \]

\[ K_A\{(A, T_A)\}_{k_{AB}} \]

\[ \text{send}_{AB}((\{T_S, L, k_{AB}, A\})_{k_{BS}}, \{(A, T_A)\}_{k_{AB}}) \]

\[ Z \text{ intercepts} \]

2. \[ K_B : = K_B \cup K_Z(\{(T_S, L, k_{AB}, A)\}_{k_{BS}} \land \{(T_A, A)\}_{k_{AB}}) \]

For the next step, we have three possibilities:

First, when the intruder Z intercepts the message, he sends it to agent B without modifications:

2. \[ K_B : = K_B \cup K_Z(\{(T_S, L, k_{AB}, A)\}_{k_{BS}} \land \{(T_A, A)\}_{k_{AB}}) \]

\[ \text{send}_{ZB}(\{(T_S, L, k_{AB}, A)\}_{k_{BS}}, \{(A, T_A)\}_{k_{AB}}) \]

3. \[ K_B : = K_B \cup K_B(\{(T_S, L, k_{AB}, A)\}_{k_{BS}} \land \{(T_A, A)\}_{k_{AB}}) \]

\[ K_B(T_S, L, k_{AB}, A) \]

\[ K_B(T_A, A) \]

\[ K_B(T_A) \]

\[ K_B(T_A + 1)_{k_{AB}} \]

\[ \text{send}_{ZB}((T_A + 1)_{k_{AB}}) \]

4. \[ K_B : = K_B \cup K_Z(T_A + 1)_{k_{AB}} \]

\[ K_B \not\model K_Z T_A + 1 \]

Intruder Z does not know \( T_A + 1 \)
Second, when the intruder $Z$ intercepts the message, he sends it to agent $B$ while changing the first part of the message. The intruder uses a part of communication that he could require to server $S$:

2. $KB_2 := KB_1 \cup K_Z(\{(T_S, L, k_{AB}, A)\}_{k_{BS}} \land \{(T_A, A)\}_{k_{AB}})$

\[
\text{send}_{ZB}(\{(T_S, L', k_{ZB}, Z)\}_{k_{BS}} \land \{(A_T, A)\}_{k_{AB}})
\]

3. $KB_3 := KB_2 \cup KB(\{(T_S, L', k_{ZB}, Z)\}_{k_{BS}} \land \{(T_A, A)\}_{k_{AB}})$

\[
K_B(T_S, L', k_{ZB}, Z) \quad L1.2
\]

$KB_3 \not\vdash KBk_{AB}$

$KB_3 \not\vdash KBk_{ZB}$

The communications do not continue. Intruder $Z$ does not know the contents of these communications.

Third, when the intruder $Z$ intercepts the message, he sends it to agent $B$ while changing the second part of the message. The intruder uses a shared key required to server $S$:

2. $KB_2 := KB_1 \cup K_Z(\{(T_S, L, k_{AB}, A)\}_{k_{BS}} \land \{(T_A, A)\}_{k_{AB}})$

\[
\text{send}_{ZB}(\{(T_S, L, k_{AB}, A)\}_{k_{BS}} \land \{(Z_T, Z)\}_{k_{ZB}})
\]

3. $KB_3 := KB_2 \cup KB(\{(T_S, L, k_{AB}, A)\}_{k_{BS}} \land \{(T_Z, Z)\}_{k_{ZB}})$

\[
K_B(T_S, L, k_{AB}, A) \quad L1.2
\]

$KB_3 \not\vdash KBk_{ZB}$

$KB_3 \not\vdash KBk_{ZB}$

The communications do not continue. Intruder $Z$ does not know the contents of these communications.
A.2 The Andrew Secure RPC Hanshake’s analysis

A.2.1 The protocol

Message 1. $A \rightarrow B : A, \{N_a\}_{K_{ab}}$.
Message 2. $B \rightarrow A : \{N_a + 1, N_b\}_{K_{ab}}$.
Message 3. $A \rightarrow B : \{N_b + 1\}_{K_{ab}}$.
Message 4. $B \rightarrow A : \{K'_{ab}, N'_b\}_{K_{ab}}$.

A.2.2 The analysis

0. $KB_0 = \{K_A k_{AZ}, K_A k_{AB}, K_Z k_{AZ}, K_Z k_{BZ}\}$,

\[
\begin{align*}
K_B k_{AB}, K_B k_{BZ}, K_A N_A \} & \quad \text{initial knowledge} \\
K_B 0 \vdash K_A \{N_A\}_{k_{AB}} & \quad \text{L1.1} \\
\text{send}_{AB}(\{N_A\}_{k_{AB}}) & \\
1. & K_B 1 := K_B 0 \cup K_B \{N_A\}_{k_{AB}} \\
& K_B N_A & \quad \text{L1.1} \\
& K_B N_B & \quad \text{send}_{BA}(\{(N_A + 1, N_B)\}_{k_{AB}}) \\
2. & K_B 2 := K_B 1 \cup K_A (\{(N_A + 1, N_B)\}_{k_{AB}}) \\
& K_A (N_A + 1, N_B) & \quad \text{L1.2} \\
& K_A N_B & \quad \text{ax. 8}
\end{align*}
\]
$K_A\{N_B + 1\}_{k_{AB}}$

\[\text{send}_{AB}(\{(N_B+1)\}_{k_{ab}})\]

\[\text{Z intercepts}\]

3. $KB_3 := KB_2 \cup K_Z\{N_B + 1\}_{k_{AB}}$

\[\text{send}_{ZB}(\{(N_B+1)\}_{k_{ab}})\]

4. $KB_4 := KB_3 \cup K_B\{N_B + 1\}_{k_{AB}}$

$L1.2$

$KB_N_B + 1$

$L1.1$

$K_Bk'_{AB}$

$L1.3$

$KB\{(k'_{AB},N'_B)\}_{k_{ZB}}$

\[\text{send}_{ZB}(\{(k'_{AB},N'_B)\}_{k_{ZB}})\]

5. $KB_5 := KB_4 \cup K_Z\{(k'_{AB},N'_B)\}_{k_{ZB}}$

$L1.2, L1.3$

$K_Zk'_{AB}$

$L1.2, L1.3$

$K_ZN'_B$

$L1.3, L1.1$

$K_Z\{(k'_{AB},N'_B)\}_{k_{AZ}}$

\[\text{send}_{ZA}(\{(k'_{AB},N'_B)\}_{k_{AZ}})\]

6. $KB_7 := KB_6 \cup K_A\{(k'_{AB},N'_B)\}_{k_{AZ}}$

$L1.2, L1.3$

$K_Ak'_{AB}$

$L1.2, L1.3$

$K_AN'_B$

$L1.2, L1.3$

\[\text{Intruder Z can decrypt messages encrypted with } k'_{AB}.\]
Appendix B

Model Checking Source Code

Here we present the core of the implementation, and the main elements of examples 1 and 2. The complete code is available on Github. (https://github.com/annaccmo/StripsDolevYao)

Listing B.1: The implementation of planner

```python
def Planner(Protocol, Knowledge, Goal, Agents, Messages):
    
    Planner(Protocol, Knowledge, Goal, Agents, 
    messages)

    Protocol: actions possible in protocol.
    Knowledge: initial knowledge.
    Goal:
    Agents: every agent in protocol, including 
    the intruder.
    Messages: messages send in protocol.
    
    global protocol
    global knowledge
    global actions
    global goal
    global agents
    global messages

    actions = []
goal = Goal
agents = Agents
```
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messages = Messages

l = len(Protocol)
i = 0
while i < l:
    j = i
    knowledge = Knowledge
    protocol = []
    while j < l:
        protocol.append(Protocol[j])
        j+=1
    j = 0
    while j < i:
        protocol.append(Protocol[j])
        j+=1
    stop = False
    while not(stop):
        stop = True
        for action in protocol:
            a = action.precond()
            if a[0]:
                if not(a[1] in actions):
                    action.action()
                    print
                    knowledge
                    stop = False

        if goal in knowledge:
            print 'True'
            i = l
            stop = True
            break
        print 'False'
        i+=1
# Example 1 of Dolev-Yao

```python
from dyel_strips3 import *

# Agents
Agents = ['a', 'b', 'z']

# Message
Messages = ['m']

# Protocol
Protocol = [encode, decode, send, receive, intercept]

# Initial Knowledge

kab = Key('a', 'b').listar()
kbz = Key('b', 'z').listar()

Knowledge = [Knows('a', 'm').listar(), Knows('a', kab).listar(), Knows('b', kab).listar(), Knows('b', kbz).listar(), Knows('z', kbz).listar()]

# Goal

Goal = Knows('z', 'm').listar()
```

Listing B.3: Second example of Dolev-Yao

# Exemplo 2 do Dolev-Yao

```python
from dyel_strips3 import *

# Agents
```
Agents = ['a', 'b', 'z']

# Message

Messages = ['m']

# Protocol

Protocol = [encode2, decode2, concatenate, deconcat, send2, receive2, intercept2]

# Initial Knowledge

kab = Key('a', 'b'). listar()
kbz = Key('b', 'z'). listar()

Knowledge = [Knows('a', 'm'). listar(), Knows('a', kab). listar(), Knows('b', kab). listar(), Knows('b', kbz). listar(), Knows('z', kbz). listar()]

# Goal

Goal = Knows('z', 'm'). listar()