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ABSTRACT
One of the main advantages of using a scientific workflow management system (SWfMS) to orchestrate data flows among scientific activities is to control and register the whole workflow execution. The execution of activities within a workflow with high performance computing (HPC) presents challenges in SWfMS execution control. Current solutions leave the scheduling to the HPC queue system. Since the workflow execution engine does not run on remote clusters, SWfMS are not aware of the parallel strategy of the workflow execution. Consequently, remote execution control and provenance registry of the parallel activities is very limited from the SWfMS side. This work presents a set of components to be included on the workflow specification of any SWfMS to control parallelization of activities as MTC. In addition, these components can gather provenance data during remote workflow execution. Through these MTC components, the parallelization strategy can be registered and reused, and provenance data can be uniformly queried. We have evaluated our approach by performing parameter sweep parallelization in solving the incompressible 3D Navier-Stokes equations. Experimental results show the performance gains with the additional benefits of distributed provenance support.

Categories and Subject Descriptors
H.4.1 [Information Systems Applications]: Workflow management. H.2.8 [Database Management]: Scientific. I.6.7 [Simulation and Modeling]: Simulation Support Systems Environments
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1. INTRODUCTION
Large scale scientific experiments are usually composed of a set of data flows that are realized as a chain of activities that may be represented as scientific workflows [1,2]. Each scientific experiment is conceived in order to confirm or refute a scientific hypothesis. To confirm or refute this hypothesis, the scientist explores many variations of a given workflow through parameter tuning, changing data sets or even activities. Hence, a scientific workflow can be seen as one of the trials a scientific experiment conducts to evaluate one controlled action. The set of trials represented by each distinct workflow execution defines one scientific experiment. Therefore, a scientific workflow can be seen as part of a scientific experiment.

During this workflow design process, different parallel strategies can be defined and experimented. These variations should be controlled, both on the specification of the workflow and on its corresponding execution. When the workflow is defined through scripts or low level programming interfaces, the scientist can be lost among the several variations that are being tested for the same experiment. According to Zhao, Raicu and Foster [3] there is "a need of common generic infrastructures and platforms in the science domain for workflow administration, scheduling, execution, monitoring, provenance tracking etc." In other words, the scientific experiment life cycle must be coordinated as a whole. We may define the life cycle of the experiment in three phases: composition, execution and analysis. During composition, several abstract workflow trials are designed, mapped to concrete specification and sent to the workflow execution phase to be further analyzed among other trials basically using provenance data [4]. Provenance must be gathered during composition (prospective) and during execution (retrospective) so that it can be analyzed and continue the experiment cycle. There are several challenges to support composition, execution and analysis in large scientific experiments in an integrated infrastructure. We discuss some issues for each one of these phases.

Composing a workflow is complex in large scale not only due to the complexity of the workflow but mainly to the number of trials that have to be managed. There are no tools to manage high-level abstract specifications before getting to the concrete executable workflows.

For the execution phase there are innumerable Scientific Workflow Management Systems (SWfMS) [5-11]. They are being used to orchestrate scientific data flows by controlling the whole execution of the workflow and gathering provenance data along the execution. SWfMS are evolving towards giving more support in workflow design, reuse, version control and provenance support. However, this is disconnected from the composition phase and the support is only on the concrete level. One of the challenges of the execution phase in large scale experiments is combining features like workflow composition and evolution with high performance computing (HPC). Currently, SWfMS that are strong in concrete workflow design and provenance support such as VisTrails [5], Kepler [6] and Taverna [7] lack on HPC support. On the other hand, SWfMS specifically built for grids [8], such as Pegasus [9], Swift [10] and Triana [11] are strong in HPC support.
but do not provide version control to help workflow design with the corresponding prospective provenance support. For example, in HPC SWfMS such as Swift, each specification variation represents a new workflow coding. Replacing a pre-processing activity on a workflow means a new different workflow, and not a variation along the evolution of a scientific experiment design. Controlling large number of variations is not simple. Therefore, using systems that are rich in workflow composition (through easy-to-work drag-and-drop visual components) and version control combined to HPC is an important step towards managing large scale experiments.

The analysis phase is complex not only because of the large volume of provenance data but also because of heterogeneous provenance gathering. Provenance [4] is a key feature of SWfMS, since the analysis of scientific results, using the whole data flow, can only be evaluated if provenance data has been collected in a structured manner and preserved during all experiment phases. Retrospective provenance is managed by the SWfMS execution engine. Collecting this provenance data along HPC is not simple, since the workflow execution engine does not run on remote HPC environments. Task scheduling in HPC is done by a specific software rather than the workflow engine. SWfMS are not aware of the parallel strategy of the activity workflow execution. Consequently, remote execution control and provenance registry of the parallel activities is very limited from the SWfMS point of view.

Considering the challenges concerning each phase of the experiment, in this work we focus on the execution phase while keeping a relationship with workflow composition and provenance gathering along parallel execution. Our goal is to provide for HPC with implicit parallelism to be detected and connected across different workflow engines. Task computing (MTC) is a very attractive paradigm to parallelize and execute workflow activities in very large HPC [12]. However, the execution of one highly parallel and loosely coupled activity should not be disconnected from previous workflow activities executed locally. For example, in the case of the Computational Fluid Dynamics (CFD) workflow (presented in Section 3), it is hard to be sure which pre-processor tool was used before the execution of one specific parallel solver and what visualization results correspond to this flow of execution, when these executions are not controlled as part of one workflow. Combining provenance metadata with the middleware that supports MTC is present in Swift/Falcon approach. However, Swift only supports workflows on a concrete executable programming layer in our architecture, and in the MTC environment, which is not the case of SWfMS. Many-task computing (MTC) is not necessarily a replacement of SWfMS. Instead, combining MTC and SWfMS can provide a complementary solution to support parallelization of scientific workflows. Swift was developed following the primary definition of middleware, in which, our architecture, is done by providing a suite of components that transparently attach a MTC environment into a generic SWfMS. Hydra may be instantiated on demand as part of a workflow, preserving the original features, i.e., the non-distributed activities, of the scientific workflow. Hydra was designed to be a two-layer middleware, since it is executed in both generic SWfMS, which is considered the client layer in our architecture, and in the MTC environment, which is considered the server layer. In this way, Hydra aims to reduce the complexity involved in designing and managing parallel activity executions within scientific workflows. Hydra isolates the end user (scientist) from the MTC environment complexity, offering a transparent and explicit structure to execute scientific workflows activities that demand high computation by using the MTC paradigm.

2. HYDRA

As the complexity of the in-silico experiments increased, the demands for performance in executing some activities have also increased considerably. As mentioned before, in-silico experiments modeled as scientific workflows may potentially be benefited by the performance of a MTC environment. In order to achieve this goal, we have developed Hydra, a middleware capable of distributing, controlling and monitoring the execution of activities of a scientific workflow into a MTC environment. These activities can be programs or even completely independent scientific workflows. Hydra was developed following the primary definition of middleware, which, in our architecture, is done by providing a suite of components that transparently attach a MTC environment into a generic SWfMS. Hydra may be instantiated on demand as part of a workflow, preserving the original features, i.e., the non-distributed activities, of the scientific workflow.

Hydra provides an opportunity to implement two types of parallelization functionalities with little effort and minimum changes of the original sequential scientific workflow. To understand them, we first formally define a scientific workflow. Our formalization was adapted from [15]. A scientific workflow can be characterized by a collection of activities organized to represent one scientific model. A workflow $W_f$ is represented by a quadruple $(A, Pt, I, O)$ where: $A$ is a set $\{a_1, a_2, \ldots, a_n\}$ of activities that composes the workflow $W_f$; $I$ is a set $\{i_1, i_2, \ldots, i_m\}$ of input data; $Pt$ is a set $\{p_t_1, p_t_2, \ldots, p_t_r\}$ of parameters of the $W_f$ and $O$ is a set of sets $\{O_1, O_2, \ldots, O_m\}$, where $O_i$ is a set of output data for activity $a_i$. Each parameter in $Pt$, as well as each input data in $I$
may assume values in the domain associated with it. Thus, $D_{pti}$ denote the domain of possible values for parameter $pt_i$, and $D_{ij}$ denote the domain of possible values for input data $i_j$.

There are many different types of workflow parallelisms [16,17]. In this paper, we explore two types: parameter sweep [18,19] parallelism and data parallelism [20]. These two types of parallelism may represent a barrier for the scientist to control, gather and register workflow provenance. Data parallelism can be characterized by the simultaneous execution of one activity $a_i$ of the workflow $Wf_i$ where each $a_i$ execution processes a subset of the entire input data. This parallelism can be achieved by replicating the activity $a_i$ in all nodes of the MTC environment and each node having a specific a subset of the entire input data. As an example, suppose a workflow $Wf_i$ has input data $i = \{i_1\}$. Assume also that the domain of this input value is $D_{i_1} = [1,3,5,7,9,12]$. We could define fragments of $D_{i_1}$ by using a fragmentation function $f$. In the case of the example, we could define that the fragments of $D_{i_1}$ resulting from $f(D_{i_1})$ are $D_{i_1-f1} = [1,3], D_{i_1-f2} = [5,7]$, and $D_{i_1-f3} = [9,12]$. Notice that the result of the fragmentation function needs to be disjoint. The set of output data $FO_k$ generated at each $k$ node must be merged in order to produce the final result $O(k)$, as presented in Figure 1.

Parameter sweep parallelism is characterized by the simultaneous execution of one activity of the workflow $Wf_i$ (or all the activities of $Wf_i$), each execution using different values for the parameters $Pt$. For example, suppose that a given $Wf_i$ has parameters $pt_1$, $pt_2$ and $pt_3$. Suppose also that the domain of possible values for parameters $pt_1$, $pt_2$ and $pt_3$ is $D_{pti} = [x, y', z']$, $D_{pti} = [y, y', z']$, $D_{pti} = [z, z', z']$. One instance of one activity $a_i$ of $Wf_i$ may consume values $x$, $x'$, $z$ for parameters $pt_1$, $pt_2$ and $pt_3$ respectively, and another instance may consume values $x'$, $y'$ and $z'$, and so on. This can be achieved by allocating a different configuration of values for the parameters in $Pt$ at each node of the MTC environment. Formally, these configurations are formed by taking the parameter values from the domain in a given order. Thus, the first configuration uses $D_{pti}[1]$ (which denotes the first value in $D_{pti}$), $D_{pti}[1]$, and $D_{pti}[1]$. The second configuration uses $D_{pti}[2]$, $D_{pti}[2]$, and $D_{pti}[2]$, and so on. The set of output data $O_k$ generated by the $k$-th execution needs to be aggregated, since they refer to different executions of the same experiment. Figure 2 illustrates this kind of parallelism, where the same activity is replicated in $n$ nodes. In this case, $I$ is the same for all nodes.

Hydra provides a systematic approach to support these two types of parallelism with heterogeneous distributed provenance gathering. Hydra is decoupled from the enactment workflow engine, and has some other features: (i) Hydra components act in a transparent mode, by isolating the scientist from the complexity of the MTC environment; (ii) it allows scientists to monitor legacy applications on distributed resources through its provenance data; and (iii) it provides a loosely coupled interaction between the local SWfMS and the distributed MTC environment. These features guided us to an architecture in which Hydra is simple to deploy and able to be architecturally linked to any local SWfMS with minimum effort. The architecture is described in the next sub-section.

2.2 Hydra Architecture

Figure 3 presents the Hydra architecture in two layers. The first layer (left-hand box in Figure 3), comprises local components that are installed at the client user machine. The second layer (right-hand box) is composed by components that deal with distribution issues. The numbers alongside some arrows in Figure 3 denote the execution sequence of the architecture components. Sections 2.2.1 and 2.2.2 explain these layers in detail.

2.2.1 Hydra Client Components

The main idea behind Hydra client components is to provide transparent ways to parallelize scientific workflows preserving its original features. Scientific workflows may already be modeled by scientists in a local SWfMS [1,2]. In such case, Hydra client components are inserted into the scientific workflow to communicate with the Hydra server layer to promote data distribution and parallelization. At the client layer (which in our case is the SWfMS), Hydra has five main components: Hydra Setup, Uploader, Dispatcher, (Provenance) Gatherer and Downloader. These last four components may be inserted by the scientist into the original sequential scientific workflow (also modeled by the scientist), replacing each activity that needs to be parallelized. If the scientist needs to parallelize the activity $x$ of the workflow, the activity $x$ may be replaced by the four new infrastructure activities to promote its parallelization. This process will be explained later in Section 3.
The Hydra Setup is the component responsible for general configuration of the parallel execution on the Hydra MTC layer. This component offers to the scientist a setup screen to define the parallelization model (data/parameter sweep); data files that need to be transferred to the MTC environment; local files that must be uploaded to the template data directory; management of distributed applications; and additional minor information. These configurations are used by Hydra MTC layer to configure the MTC environment and to control the type of parallelism during workflow execution.

The Uploader is the component responsible for uploading datasets to the distributed environment. This component may be setup directly or may use the configurations registered on the Hydra Setup component to obtain the datasets and files that need to be transferred to the MTC environment.

Once the data and applications are already transferred to the distributed environment, the Dispatcher launches the execution process of the distributed activity on the MTC environment. Additionally, it has monitoring features that allows the scientist to monitor the status of the distributed applications that are running. The execution on the distributed site is transparent while using this component. Once the distributed execution is finished, the Dispatcher returns control to the SWfMS.

The (Provenance) Gatherer is the component responsible for collecting provenance data on the distributed environment. It is enacted as the distributed execution finishes. It brings the distributed provenance data, collected by Hydra server monitoring capabilities, to a local repository. This component is fundamental, since many provenance queries (e.g. Where are stored the results of the workflow x that was executed at 14:30 on 12/12/2008?) related to the whole experiment can only be answered when distributed provenance data is gathered. Provenance gathering facilities may provide useful information at operational level for several purposes, such as: performance analysis and prediction, tuning, fault detection and scheduling [4].

Finally, the Downloader is the component responsible for downloading the final results achieved with the distributed execution. This component queries the Hydra Setup about the original directory on the distributed environment, where the datasets and files are transferred from. After the execution of the Downloader, the other activities are executed locally, unless some other activity is configured to be parallelized.

2.2.2 Hydra MTC Layer

As it can be observed in Figure 3, two different pipelines (2a or 2b) can occur after MUX. Thus, the following two components are responsible for configuring the applications/workflows for the execution, according to the parallelization type already identified. The Parameter Sweeper is the component responsible for handling the combinations of the parameters received by client workflow for a specific activity that is being parallelized. On the other hand, the Data Fragmenter fragments the original data to be distributed for each instance of the activity/workflow being parallelized, in order to promote data parallelization. The Data Fragmenter is problem-dependent, thus it needs to be customized to fragment different types of input data, like the Map function in a Map-Reduce strategy [21]. Our approach encompasses the notion of cartridges [22]. A cartridge is a component [22] unit that can be dynamically changed. For each type of input data, a cartridge must be previously configured in Hydra to bind a program for data fragmentation that takes account two Hydra parameters, which are the number of fragments and partition size. This provides a systematic approach for data fragmentation, which can be further improved to adaptive virtual fragmentation.

Once a given input dataset is fragmented in different parts, each part is consumed by a replica of an activity instance. As
mentioned before, this activity may be a single program or a whole workflow.

After choosing the activity to be distributed, the components responsible for configuring the distributed environment must be enacted. In case of data parallelism, the Fragment Cataloguer is responsible for creating the directory structure to store the fragmented data (generated by Data Fragmenter) and parameters. The Fragment Cataloguer reads information from the fragment repository (it contains information about the data/parameters that must be replicated in each workspace) in order to create isolated workspaces for each data fragment. Each workspace is related to a single distributed activity execution. The workspace includes the distributed activity, data files and parameters needed for the execution of the activity. The Parameter Cataloguer only reads information from the fragment repository in order to create isolated workspaces for each different set of parameters.

After choosing the activity to be distributed, the Data Analyzer is invoked. The component is responsible for combining the final results (in the case of data parallelization) performing optional merge (aggregation) function to organize the final results to be transferred to the client layer (SWfMS). These aggregation functions have some basic predefined routines, but can be customized by cartridges. Particularly in the case of data fragmentation, the cartridge encompasses an equivalent reduce function, as in a Map-Reduce strategy. The Data Analyzer component also stores information on the Provenance repository, since the final results are generated by it and they must be registered for provenance purposes.

3. CASE STUDY

This section presents a case study in the area of Computational Fluid Dynamics (CFD). Engineers and scientists often solve such problems many times, studying the influence on flow features of several parameters, such as viscosity, and Reynolds number. Traditionally, CFD is one of the most demanding areas of scientific computing and it is always on the leading edge of the available supercomputer technology [28]. Recently, there is a growing interest on complex CFD studies involving verification, validation and uncertainty quantification which usually require a massive amount of simulations and generate huge data. This scenario increases the managing complexity of such analyses. Simple scheduling, as in standard many tasks systems, cannot cope with such complexity. Scientific workflows are promising solutions to support such exploratory demands automatically besides providing less error prone environments. Particularly, since the amount of generated data increases dramatically, provenance has a key role in this scenario, and it is supported by scientific workflows.

We begin by describing a possible CFD workflow using EdgeCFD, a stabilized finite element incompressible flow solver [29,30]. Following a traditional CAE (Computer Aided Engineering) simulation tool, the EdgeCFD workflow can be synthesized in four steps. In the modeling stage, computational models, describing a real geometry, are created and discretized in smaller pieces (elements/cells), where the equations describing the physical phenomena will be solved by a suitable method in the next stages. This step generally requires human intervention. In the preprocessing stage, physical and solution parameters, such as boundary and initial conditions, solution method tolerances, simulation time, material properties etc. are assigned to the computational model. All of these parameters are candidates in a parameter sweep exploration and can be stored as provenance information. The solution step is responsible for solving the equations that models the physical problem of interest. This is generally the most demanding step in a CAE simulation workflow. Finally, in a post-processing step, results produced in the solution stage are interpreted with the help of visualization tools which translate raw numbers (generally in binary format) in plots, pictures and movies (e.g. Figure 4). For the present test case, only the second, third and forth steps, the most time consuming and suitable for automation, were considered.

The corresponding abstract (high-level) workflow for EdgeCFD is shown in Figure 5. It was modeled using the UML Activity Diagram. In Figure 5, ellipses denote activities, and rectangles denote input/output data. Arrows denote data flow. Notice that the Solver step is represented by the “EdgeCFDSolver
and Control Applications” activity. This is a composite activity (notice the <<sub-workflow>> stereotype), since it requires control scripts to control the execution. These scripts were initially modeled as sub-activities of the solver step. Notice also that this activity has another stereotype <<sweeper>>, which denotes that this activity may perform parameter sweeping in parallel.

**Figure 4 Result of EdgeCFD simulation for the first and last Reynolds numbers explored in the parameter sweep**

The lid-driven cavity flow problem, a standard CFD benchmark, was chosen to evaluate Hydra system. Particularly, we focused on the support of Hydra in providing provenance information and parallelizing a workflow scheduling corresponding to the exploration of Reynolds numbers ranging from 100 to 1000. In this problem, a fluid confined in a cubic cavity, initially at rest, is driven by the motion of a leaky lid which starts to flow forming eddies as shown in Figure 4. It is important to clarify that the EdgeCFD solver is a classical example of MTC application that can be run in serial or in parallel mode, using several processors that could be employed to speed up the solution process for each Reynolds number. In this test case, however, the most important result is to demonstrate the ability of the Hydra system in automatically parallelizing the workflow scheduling and providing provenance information in a parameter sweep case, thus, only serial configurations of EdgeCFD activities were considered.

### 3.1 The EdgeCFD Scientific Workflow

To perform our case study, the EdgeCFD workflow is implemented using the VisTrails SWfMS [5]. We call this implementation the “concrete” workflow, as opposed to the abstract one shown in Figure 5. Figure 6 shows the workflow modules on VisTrails.

For the visualization step, we used the VisTrails spreadsheet. This is why this workflow has many more activities than the abstract one presented in Figure 5. The Visualization activity (third activity in Figure 5), in this case, is a complex one and requires lots of data conversion. Thus, it is implemented by all the activities that are placed inside the dashed box in Figure 6. There are other options for implementing the visualization step, such as using Paraview [31] or other visualization software. However, this does not influence our case study, since this activity will not be parallelized in this study.

### 3.2 EdgeCFD workflow with Hydra

In order to model the EdgeCFD workflow using Hydra architecture, we have setup the Hydra client components on top of VisTrails. Figure 7 presents the EdgeCFD workflow with Hydra components. By comparing the workflow of Figure 6 with the Hydra one (Figure 7), we can notice that the LocalSolverEdgeCFD activity is replaced by four Hydra Client Components (Uploader, Dispatcher, (Provenance) Gatherer, and Downloader). Activities’ inputs and outputs are preserved, i.e., the input of the LocalSolverEdgeCFD of Figure 6 is now the input of the Uploader activity in Figure 7. Similarly, the output of the LocalSolverEdgeCFD (Figure 6) corresponds to the output of the Downloader activity in Figure 7.

**Figure 6 EdgeCFD workflow on VisTrails**

The distributed components were setup directly into a cluster using the Hydra Setup, as presented in Figure 8. For example, Figure 9 presents the instrumented file cav_1.part.mat for parameter sweep using JSP like tags.

The experiment consisted of the local workflow with the distribution of the Solver activity (EdgeCFD). The reason of the distribution is because this is an exploratory workflow that uses the same workflow structure, but varies a specific parameter, which is the Reynolds number at each execution.
This case study has evidenced the five main contributions of Hydra (see Section 1). Initially, the parameter sweep specification (in Figure 5) indicated to Hydra the potential for the (i) implicit parameter parallelism. Then, the scientist is guided to include the required Hydra components to (ii) model the MTC activities as shown in Figure 6. Then, (iii) MTC submission is helped by the configurator (Figure 7) and can be (iv) steered as shown in Figure 8. Finally, (v) provenance gathering shows that, by using Hydra, it is possible to register the prospective provenance for the parameter sweep of the exploratory experiment. Additionally, this would be a laborious activity subjected to human errors if done manually by scientists. In our Hydra infra-structure, this exploratory execution can be run in a MTC environment considering a parameter sweep that generates as many configurations as required for the Solver to run.

The implementation of the local components encompasses all the client components explained on Section 2. The Uploader and the Downloader are implemented to connect to the cluster via SSH, and send/receive the data files directly to a repository on the cluster storage. The Dispatcher connects via SSH to MUX on the Hydra MTC layer to invoke the distributed activity at the MTC environment, which in our example is the Solver.

Although we use a secure connection to transfer data, there are many other issues concerning security, which are outside the scope of the present paper. For further information on provenance and security issues see [32,33].

4. EXPERIMENTAL RESULTS

The EdgeCFD workflow was invoked by VisTrails from a desktop and distributed the Solver activity using MTC paradigm into a cluster using the Hydra MTC infra-structure for parallel parameter sweep. The execution of the EdgeCFD workflow using Hydra was performed on HPC [24]. Hydra MTC infra-structure was setup to use Torque Cartridge as the job scheduler to setup the job submission for the serial version of the EdgeCFD solver for the cavity flow problem described in Section 3.

Through this experiment, we could observe that Hydra middleware provides a systematic approach for supporting the parameter sweep exploration. Initially, we used Hydra Setup to define the parallel configuration for the workflow as presented in Figure 7. This configuration was stored at the Parameter Catalog for the experiment. This Parameter Catalog represents the prospective provenance for the parallel parameter sweep. The configuration files or commands line parameters for each program were then instrumented using tags that are easy to understand, as presented in Figure 9 (please see the selected text). Thus, with the instrumented files and the catalog definition in hand, we needed only to make small changes on the scientific workflow to support the desired parallelism, as presented in Figure 7.

After modifying the workflow, we started its execution. The pre-processing activities were executed on VisTrails, and then the generated files required by EdgeCFDSolver were transferred to the MTC environment. Hydra Client Components invoked Hydra MTC to parallelize the several solver activities. Hydra MTC automatically handles and creates an isolated workspace that includes all needed files for each distributed activity executed at the MTC environment. In the case of the parameter sweep, an individual workspace is created for each set of parameters combination, as presented in section 2.1. Hydra retrospective provenance mechanism registers each workspace and its association to a specific set of parameters used in the parameter sweep exploration. Once all workspaces are created, Hydra MTC dispatches these activities to the local scheduler execution. Each individual activity execution is monitored. The execution catalog represents the retrospective provenance for the parallel Hydra MTC execution. If any error occurs, they are recorded by Hydra retrospective provenance mechanism. Also, execution information for each activity is recorded at the execution catalog. Yet, after all
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activities are completed, the execution control returns to VisTrails. The Gatherer sends the retrospective provenance from the MTC environment back to the SWfMS (VisTrails).

Table 1 presents a summary of Hydra MTC execution obtained from the Hydra retrospective provenance schema for an experiment executed using 4 nodes with 8 cores each, thus totaling 32 cores. The experiment sweeps Reynolds numbers from 100 to 1000 using 128 intervals. Each simulation run until 1000 time steps, which is typical for development of the main flow features in this parameter range. During the distributed execution, a total of 128 parameters were explored, one for each Reynolds number. These parameters represented the number of distributed activities. In this experiment a file that contains a mesh must be transferred from the local SWfMS to the HPC environment. It is the input for the distributed activities. To transfer this file, the upload transfer time was 0.8 min. After the execution of the distributed activity, the results (CAV files) in each workspace must be transferred from the HPC to the local SWfMS. To transfer these files back, the download output data transfer time was 11.6 min. These transfers (0.8 min + 11.6 min) have a fixed time and they represent all the data transfer between the SWfMS (client) and the HPC environment (server). The HPC execution time represents the total time needed to execute all distributed activities (1,683.6 min) including the dispatcher, makespan of all activities and provenance gatherer time. This led to a speedup of 31 (considering 32 cores available). The information registered by the retrospective provenance is important to evaluate and reproduce the simulation. Important provenance data could be lost if a systematic controlled approach such as Hydra was not used.

Table 1 - Summary of a Hydra MTC execution using 4 nodes with 8 cores obtained from the provenance repository

<table>
<thead>
<tr>
<th>Number of activities (parameters explored)</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start date/time</td>
<td>2009-08-31 01:40</td>
</tr>
<tr>
<td>Uploader time</td>
<td>0.8 min</td>
</tr>
<tr>
<td>HPC Execution Time (Dispatcher + Gatherer)</td>
<td>1,671.2 min</td>
</tr>
<tr>
<td>Downloader time</td>
<td>11.6 min</td>
</tr>
<tr>
<td>Total Execution Time</td>
<td>1,683.6 min</td>
</tr>
<tr>
<td>Speedup</td>
<td>31.0</td>
</tr>
<tr>
<td>Number of errors</td>
<td>0</td>
</tr>
</tbody>
</table>

Also, from the retrospective provenance data obtained from the execution catalog, it is possible to build the histogram of the execution time for all activities, as presented in Figure 10. Based on the information obtained from the execution catalog, it is possible to calculate the average (408.3 min) and standard deviation (61.8 min) of each activity. It is also possible to estimate the equivalent sequential time for all activities, which was 52,256 min. Additionally, scientists can use the catalog to check which parameter generated the desired result or submit queries like “what is the average execution time of solver activities that executed in 8 cores”.

To evaluate Hydra overhead using different number of nodes, we run another experiment using only 5 time steps in each simulation and varied the Reynolds number from 100 to 1000 using 256 intervals. This leads to 256 small tasks. These tasks do not have physical significance, but the goal was to evaluate Hydra overhead with respect to the number of nodes. The execution time of the whole EdgeCFD workflow was significantly reduced as the number of nodes involved for the distributed activity (Solver) increased. The overhead of transferring data from the local SWfMS to the MTC environment and vice-versa were acceptable when compared with the degree of parallelism obtained for the parameter sweeper of the solver activities (thus reducing the total execution time).

Figure 10 Activity execution time distribution

The execution time for Hydra MTC and the whole process of distributing the workflow (Uploader, Dispatcher, Gatherer and Downloader) is presented in the “Total Workflow” line of the Figure 11, where we can observe the overhead of transferring data. This way, the blue line represents the total execution time of the distributed workflow, thus considering the effective execution of the distributed activities and the upload and download time to and from the HPC environment. On the other hand, the “Hydra MTC” line represents only the execution time of the distributed activities (Dispatcher and Gatherer) without taking into account the transfer times (upload and download). As mentioned before, the upload and download have a fixed time, since the input and output data size is fixed.

Figure 11 Workflow execution time

We may observe in Figure 11 that as the number of cores increases the total execution time of distributed activities decreases as expected. However, the transfer time remains the same, thus increasing the impact of transfer time on total execution time, as the number of cores increases. It was observed that the benefits of parallelizing are clear, but depending on the input data transfer uploading time and the output data transfer downloading time, acquiring more nodes for execution does not bring too much benefit, particularly if the number of activities becomes close to the number of nodes. Often, the input data will...
already be on the MTC environment or is generated by the previous activity on the MTC, thus this transfer time may be avoided. As for the output transfer some applications transform the data on movies to be analyzed through the MTC too. Nevertheless we are investigating better ways to improve data transfer time.

5. RELATED WORK

The most similar approach to Hydra is Swift/Falkon. Falkon provides efficient dispatch and execution of many small tasks, according to the MTC paradigm in grids and large computer clusters [10]. The main goal of Falkon is to solve problems like long queue times in batch-scheduled systems, slow job dispatch rates and poor scalability of shared file systems. Falkon has been used with Swift to provide MTC in scientific workflows. Hydra is also focused on providing MTC to workflows but aims to be independent from SWfMS. Hydra helps the scientist to achieve implicit parallelism to be further scheduled as MTC. In this way, Falkon can be seen as complementary to Hydra since it can play the role of the scheduler of Hydra. When comparing Swift/Falkon with Hydra, provenance gathering in Hydra aims at the experiment rather than isolated workflow instances, thus it includes provenance from abstract workflow specification and execution including MTC. Thus Swift could also benefit from Hydra.

MyCluster [18] is a system that provides an infrastructure for submitting parallel job proxies to the local scheduler (PBS, for example) of a cluster with support for transient faults. Also, MyCluster allows jobs to access files transparently from the submission host across remote sites. MyCluster can also be seen as complementary to Hydra, since MyCluster supports parallel job chained execution and could be used as one of Hydra’s components. Unlike MyCluster, Hydra provides integration with generic SWfMS, which includes support for provenance.

The Dryad [34] project provides an advanced infrastructure to allow a computer programmer to use the resources of a HPC environment to execute data parallelization of sequential programs. The programmer is able to use thousands of machines, each of them with multiple processors or cores, without knowing anything about concurrent programming. Although Dryad provides a powerful environment for MTC, it lacks on supporting scientific experiments, since it is a programming framework. Through an intuitive language, it is simple to a scientist to develop parallel applications using Dryad. However, this approach is disconnected from a SWfMS, it does not provide parameter sweeping and it is not concerned about provenance issues.

Another approach that uses the MTC paradigm is presented in [35]. It is a lightweight framework for executing many independent tasks on grids. It dynamically groups tasks of different granularities and dispatches the groups onto distributed computational resources concurrently. Although the work in [35] focuses on accelerating the execution of massive independent tasks in Grid environments and on providing transparent MTC scheduling/execution, it does not support data fragmentation, parameter sweeping and data provenance.

Sawzal [36] is a programming language and a framework to support MTC paradigm. Sawzal framework exploits the data parallelism in data analysis on huge data sets. Although it presents an interesting approach for data parallelization, this framework is not coupled to any SWfMS. In addition, Sawzal does not provide parameter sweeping and does not support data provenance.

6. CONCLUSION

Large scientific experiments have a long duration life cycle where many cycles are necessary to reach a final conclusion. Basically these three phases compose the experiment life cycle: (i) the composition, where the workflow is specified in a high level abstraction until the executable specification; (ii) the execution where high performance computing and provenance gathering are often required; and (iii) the analysis, where provenance data gathered along composition and execution are evaluated for a new cycle. Managing all these three phases in an integrated way presents several challenges.

In a previous work we have addressed workflow composition at high abstraction levels [26] where UML diagrams are initially used, then mapped into XPDL [37] and finally to an executable SWfMS language. Provenance is registered along all these levels. The goal is to support composition independent of the SWfMS and we have used standards from business workflows. In this work we move further on the experiment life cycle and propose Hydra to support MTC at the execution phase. Again the idea is to use a generic workflow representation language to provide for implicit parallelism and map it to the SWfMS chosen by the user.

In order to provide for high performance computing while keeping track of the workflow provenance, Hydra presents components to be plugged at the workflow specification allowing execution on the high performance environment. Hydra provides for parameter and data parallelism that can benefit from many-task computing. Provenance related to the parallel execution is gathered and presented to the user to decide upon starting a new cycle. This provenance repository relates provenance from the composition phase with the execution including many-task computing provenance data.

The implementation of Hydra components was evaluated performing a parallel parameter sweep on a CFD workflow in VisTrails. Results show that we have been able to run such experiment collecting provenance data with very small overhead. This result is very encouraging since for real-life CFD experiments needed to support Verification and Validation and Uncertainty Quantification in the future exascale machines, the amount of tasks can be very large. Further, each CFD solver run will certainly be performed using several thousands of cores. To meet these challenges we intend to evaluate Hydra with Falkon. Another challenge is related to enabling visual exploration of experimental data. VisTrails provides support for this task, but not fully integrated with HPC at the moment. This adds an additional complexity layer to be investigated in future work.

7. REFERENCES
